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SUMMARY

Pavement maintenance and rehabilitation are vital to safe driving. Conventional manual crack detection is costly, time-consuming, and subjective. Recently, unmanned aerial systems (UASs) have shown great potential for pavement crack detection and monitoring. This study proposes a UAV-based pavement crack detection model based on a deep convolutional neural network (DCNN). This model combines the advantages of image classification and segmentation of VGG-19 and U-net DCNNs. First, the crack classification model VGG-19 is applied to classify the crack sample images into two classes, namely crack and non-crack. Then, the images classified as crack are fed into the segmentation network U-net to precisely segment the pavement cracks. For the purpose of this research, a DJI Matrice-600 UAV equipped with a Sony a7Rii camera was used for data collection. The classification model VGG-19 achieved 100% accuracy in classifying the images into crack and non-crack. The DCNN for segmentation used in this study is an improved version of the U-net, where the convolution blocks are replaced with residual blocks inspired by ResNet. To improve the segmentation results, the network was pretrained using the CRACK500 dataset due to the limited number of available crack samples on the collected data. Then to optimize the hyperparameters, the transfer learning technique was used to train the network on the crack samples. Following the optimization, the pavement crack segmentation accuracy was improved by about 10%. The proposed approach showed that it can provide accurate classification and segmentation for pavement cracks from UAV-based images, which can improve the detection and monitoring of pavement conditions.
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1. INTRODUCTION

Pavement distress is one of the main factors that affect road safety. Up-to-date and accurate detection of pavement distresses is essential for pavement maintenance. Cracks are the initial index of various types of pavement damage. Pavement cracks affect the pavement appearance and driving comfort. Additionally, it can escalate to cause pavement structural distress, which shortens the overall service life of the pavement (Zhang and Li, 2015, Dong et al., 2016). Therefore, early crack detection can decrease pavement maintenance costs and ensure safe driving conditions. Generally, crack detection and maintenance rely on manual detection, which is time-consuming, less accurate, and accompanies with associated risks (Cao, 2014). Recently, pavement crack image acquisition has taken advantage of more advanced techniques, such as unmanned aerial systems (UASs). UASs have been widely tested for pavement monitoring, in order to collect high-resolution images with low cost, flexibility, and without affecting normal traffic flow (Ersoz et al., 2017, Pan et al., 2018). For example, in (Ersoz et al., 2017), a crack identification method was proposed, which used a support vector machine (SVM) model from UAV-based RGB images. They classified the images as a crack or non-crack and reached 97% accuracy.

Several researchers have investigated crack extraction from images (Liu and Zhang, 2012, Oliveira and Correia, 2014, Yang et al., 2019). Traditional crack detection methods, such as the ones proposed in (Wang and Wu, 2014) and (Ren et al., 2015) were designed for a specific scenario. However, these models would not generalize to new datasets. In addition, these models suffer from a lack of automation. Recently, deep convolutional neural networks (DCNNs) have been widely applied in the field of crack classification and segmentation (Xu et al., 2008, Oliveira and Correia, 2014, Zou et al., 2018). Using deep learning techniques improved the accuracy and efficiency of crack detection (Silva and Lucena, 2018). DCNNs approaches for pavement crack detection can be divided into two main types, namely crack classification and crack segmentation. For crack classification, the output of the DCNN for each input image is a label. The input images might be classified as crack and non-crack or classified according to the types of pavement cracks, such as transversal, longitudinal, and alligator. For example, Zhang et al. (2016) proposed a road crack recognition technique based on deep learning. A deep CNN was trained using supervised learning to classify the images as crack and no-crack. Li et al. (2019) proposed a pavement crack classification method based on a DCNN using 5966 images taken at different angles and distances for training. They were able to detect cracks of various categories, including...
lateral crack, longitudinal crack, alligator crack, and pothole. Sun et al. (2020) proposed an approach to classify pavement expansion cracks with an improved Faster R-CNN. The aforementioned studies only classified pavement cracks, which identify their location in the images but cannot quantify crack characteristics, such as crack width.

On the other hand, for crack segmentation, a label is assigned to each pixel value within an image. Zhang et al. (2017) proposed CrackNet, which consisted of two fully connected layers, two convolution layers, and one output layer. However, their approach utilized a feature extractor as preprocessing step to generate feature maps and then fed them as input to CrackNet, which is inefficient. Jenkins et al. (2018) proposed a DCNN for crack segmentation based on U-net, which consisted of two main parts: encoder and decoder (Ronneberger et al., 2015). The proposed network was tested using the crack forests detection dataset (CDF), which was created by (Shi et al., 2016) and is composed of 118 images. They achieved 92%, 82%, and 87% for precision, recall and F-measure, respectively. The fast pavement crack detection network (FPCNet) was proposed by Liu et al. (2019), which used encoder-decoder architecture networks for pixel-based crack segmentation. FPCNet was trained and tested using the CFD dataset and achieved an F-measure of 95%.

Most of the previous studies used datasets collected manually, such as the CRACK500, which was collected using a smartphone (Zhang et al., 2016). In addition, those studies addressed a single function only, which is classification or segmentation, and most of the classified cracks were roughly positioned using a bounding box. Consequently, their results cannot be used for evaluating road conditions. Given the aforementioned problems, this research proposes a deep convolutional neural network fusion model for pavement crack detection using UAV-based images. This model is capable of classifying the input images to crack and non-crack, and then the detected crack images can be segmented and used to calculate the geometric parameters of the crack. This paper is organized as follows. Section II, where the proposed methodology is introduced. The system used, the data acquisition and processing are explained in Section III. Section IV discusses the experimental results, and Section V concludes this work.

2. PROPOSED CRACK DETECTION METHOD

The images were first processed to create a georeferenced orthomosaic image of the area. To train the DCNN models, a total of 30 crack and 30 non-crack samples were created as subset images of the orthomosaic image. The images were classified to crack and non-crack and then the detected crack images were segmented. The DCNN used for crack classification is the VGG-19 model. This model was proposed by (Simonyan and Zisserman, 2014), which comprises 19 layers, 16 convolutional and 3 fully-connected layers with a total of 138 million parameters. The convolutional layers used a filter size of 3×3 and a stride and pad size of 1 pixel. The small kernel size decreases the number of parameters and enables them to cover the entire image. A 2×2 max pooling operation with a stride of 2 is considered. This model ranked first in positioning and second in classification at the 2014 ILSVRC (Ali et al., 2021). The DCNN used for crack
segmentation is the improved version of the U-net proposed by (Lau et al., 2020). In this network, the convolution blocks were replaced with residual blocks inspired by ResNet (He et al., 2016). The overall methodology flowchart is shown in Figure 1.

![Flow chart of the proposed methodology.](image)

**Figure 1.** Flow chart of the proposed methodology.

3. DATA ACQUISITION AND PREPROCESSING

In this study, a UAV was used as the platform for imagery data acquisition. The UAV consists of a DJI Matrice 600 Pro carrying a Sony α7R II RGB camera. The Sony α7R II camera has a 42MP spatial resolution with a 7952×5304 image size. Figure 2 shows the top view of the flight trajectory over the area of interest. A total of 243 RGB images were captured. Twelve ground control points (GCPs) were used to georeference the collected images, as there was a problem with the onboard GNSS system. The images were processed with the 12 GCPs using Pix4D mapper software to create a georeferenced orthomosaic image, as shown in Figure 3. To train the segmentation model, a total of 30 crack samples were labelled using the automated ground truth labeller application in the Matlab software.

![UAS flight lines over the area of interest.](image)

**Figure 2.** UAS flight lines over the area of interest.
4. RESULTS AND DISCUSSION

In order to train and evaluate the VGG-19 network, the 60-image samples were randomly divided into 70% training, 15% validation, and 15% testing images. Figure 4 shows the loss function curves obtained by training network on the 60-image samples in the VGG-19 model. The orange line represents the training loss curve, while the blue line represents the validation loss curve. The overall accuracy reached 100%. Figure 5 shows the confusion matrix. The 9 images of the testing dataset were 4 non-crack and 5 crack images. The gradient-weighted class activation mapping (Grad-CAM) (Selvaraju et al., 2017) visualizations of the 4 non-crack images and the 5 crack images are shown in Figures 6 and 7, respectively. The Grad-CAM visualizations of the VGG-19 model predictions revealed that the model had learned to detect the shape of the crack correctly.

Figure 4. Training and validation loss curves for the classification network VGG-19.
**Figure 5.** The confusion matrix for the testing dataset.

**Figure 6.** Grad-CAM visualizations of the non-crack images.

**Figure 7.** Grad-CAM visualizations of the crack images.
To carry out the segmentation task, the 30 crack image samples were divided into 20 training, 5 validation, and 5 testing images. Where the 5 testing images are the same testing images of the classification model. The network was initially trained and tested on the 30-image dataset. However, the obtained segmentation accuracy was relatively low due to the limited data size. Therefore, to optimize the network and to improve the segmentation results, the network was pretrained using the CRACK500 dataset. Figure 8 shows the training and validating loss curves and Table 1 shows the performance indicators obtained by training the network on the CRACK500 dataset. Figure 9 shows the prediction results of the testing dataset. Table 2 shows the performance indicators obtained after the optimization. Optimizing the segmentation network improved the pavement crack segmentation accuracy by about 10%. As shown in Table 2, the obtained precision, recall, and F-measure were 77.48%, 87.66%, and 82.26%, respectively.

![Figure 8. Training and validation loss curves for the pretrained network.](image)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Recall(%)</th>
<th>Precision(%)</th>
<th>F-measure(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crack500</td>
<td>77.54</td>
<td>81.71</td>
<td>79.57</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Combination</th>
<th>Recall(%)</th>
<th>Precision(%)</th>
<th>F-measure(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB</td>
<td>87.66</td>
<td>77.48</td>
<td>82.26</td>
</tr>
</tbody>
</table>
Figure 9. Prediction results of the segmentation model: (a) pavement crack images, (b) ground truths, (c) prediction

5. CONCLUSION

In this paper, a pavement crack detection model was proposed based on deep convolutional neural network models using UAV-based high spatial resolution camera images. The proposed model fuses crack classification and crack segmentation models, where the input images are first classified to crack and non-crack. Subsequently, the crack images are segmented by the segmentation model. To train the network, 60 crack and non-crack samples were extracted as a subset of the orthomosaic image. To train and evaluate the model, the samples were divided into 70% training, 15% validation, and 15% testing images. The VGG-19 network was used to classify the images into two classes, namely crack and non-crack. The classification accuracy reached 100%. An improved version of the U-net was used for crack segmentation. Initially, the accuracy was relatively low because of the limited data size. To improve the network, it was pretrained using the CRACK500 dataset, which improved the pavement cracks segmentation accuracy by about 10%. To assess the network, precision, recall, and F-measure were calculated in the test dataset. The precision, recall, and F-measure obtained are 77%, 87%, and 82%, respectively. The proposed model showed good performance for pavement crack detection, which can achieve accurate classification and segmentation.
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