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SUMMARY
The real estate valuation is realized by three different valuation methods in Germany. However, the sales comparison approach is the method, which has the nearest affinity to the real estate market. Often, regression analysis is used in this case. The regression model needs normally 15 purchases per independent variable for an accurate estimate in real estate valuation. For this reason, in areas with few transactions (if only 10 to 30 purchases exist) the solution of regression is not satisfactory. Furthermore, the detection of outliers is a challenging task, because the number of purchases is small and each detected outlier reduce the sample size. Actually, in areas with few transactions, the real estate expert estimates the value by his own experience under considering the available market data, e.g. purchases or offer prices. The purpose of this study is to demonstrate a mathematical-statistical approach for the combination of all kind of data. For this three different data sets are used, which consist of purchase prices, knowledge of real estate experts and offer prices. The focus of this paper lies on the development of an optimal weighting approach between this data, which base on the variance component estimation. First, we use a closed loop simulation to validate and optimize the algorithm. In the second step the optimized algorithm is validated on the real market. Results show the advantage of this approach for the fusion of different data sets in area with few transactions.

ZUSAMMENFASSUNG

Development of a Robust Bayesian Approach for Real Estate Valuation in Areas with Few Transactions (8187)
Alexander Dorndorf, Matthias Soot, Alexandra Weitkamp and Hamza Alkhatib (Germany)

FIG Working Week 2016
Recovery from Disaster
Christchurch, New Zealand, May 2–6, 2016
1. MOTIVATION

The reliable determination of property values is stringently necessary for different purposes e.g. for mortgage lending valuation. Wrong assessment of real estate markets, caused by missing market transparency can lead to serious consequences as could be seen in subprime crisis in 2008. High quality market information are required to determine certain results in real estate valuation. However, this determination requires an appropriate number of market data; that can be a challenging task in regions with few transactions.

The aim is to use a comparison approach with a multiple linear regression. For an accurate estimate of the regression coefficients, the regression model normally needs 15 purchases per independent variable (Ziegenbein 2010, Kleiber et al. 2014), but in areas with few transactions only few prices are available. Hence, it is challenging to provide an accurate estimation. In addition the detecting outliers in areas with few transactions leads again to reduce the sample size, and that tends to result in statistically unsolvable estimation task.

Recently, property appraisers use their market expertise to determine market values in regions with few transactions. The few purchases are often not used methodically. Reuter (2006) adapted a Delphi method for his intersubjective price comparison by using the knowledge of appraisers to derive the market value. First approaches, which combine this experts’ knowledge and transactions by means of Bayesian multiple regression approach, are derived by Weitkamp & Alkhatib (2012a) and Alkhatib & Weitkamp (2012). Alkhatib & Weitkamp (2013) and Weitkamp & Alkhatib (2014) suggested a robust estimate of the Bayesian regression model to deals with the problems caused by outliers. They replaced the well known normal distribution of the likelihood data by a student-distribution which allows to keep outliers in the estimation but to down weight their influence on the estimates. They only used in their approach one prior information in form of experts’ survey.

Additional data and prior information are necessary to derive an accurate estimate of the real estate market. Usable market data and the acquisition of such data are discussed in Soot et al. (2016). This study uses three different data sets of one and two-family houses, which consists of purchase prices, knowledge of real estate experts and offer prices.

In this paper, we present a new approach to combine these different heterogeneous data in the context of the regression analysis. In addition to the usual estimates, the regression coefficients and their estimated uncertainties, we also estimate optimal weight factors of the different used data by means of variance component estimate (VCE).

In Section 2 the mathematical basics of the used approach is presented. First investigations on robust estimate of the regression analysis in real estate valuation context are discussed in Section 2.3. In Section 3, the developed method is shown. The used data sets and their quality are presented in Section 4. After this, the approach is validated with a closed loop simulation (Section 5.1) as well as real data sets (Section 5.2). Finally, the results are discussed in Section 6.
2. MATHEMATICAL BASICS

2.1 Classical Multiple Linear Regression in Real Estate Valuation

Since decades, the multiple linear regression is used in the sales comparison approach (Ziegenbein 1977, Pelzer 1978). In this model, the input quantities of a real estate (e.g. area of lot or standard land value) explain the purchase price. The functional model follows:

\[ y = \beta_0 + x_1\beta_1 + \cdots + x_i\beta_i + \epsilon, \quad i = 1, \ldots, u, \quad \epsilon \sim N(0, \sigma^2) \quad \text{Eq. 1} \]

The dependent variable \( y \) (in our case: standardized purchase prices) is explained by a linear combinations of the independent variables \( x_1, \ldots, x_u \) and the unknown regression coefficients \( \beta_0, \ldots, \beta_u \). These unknown regression coefficients are usually estimated by means of the method of least squares (Fahrmeir et al. 2009, Koch 1997). Due to the remaining disturbances between model and reality, the residuals \( \epsilon \) arise as measure of the not explainable spread. They have to obey the normal distribution with the mean value 0 and the variance \( \sigma^2 \). Further discussion of regression analysis can be found in, e.g., Fahrmeir et al. 2009, Urban & Mayerl 2011.

2.2 Bayesian Approach for Regression Analysis

In areas with few transactions only an insufficient number of purchases for regression analysis is available. For this reason, a statistical estimation requires additional data, e.g. knowledge of real estate experts. A mathematical approach for the combination of purchases with prior information is the Bayes’ theorem.

\[ P(\beta | y) \propto P(\beta) \cdot P(y | \beta) \quad \text{Eq. 2} \]

In this equation \( P(\beta | y) \) is the posterior density. \( P(\beta) \) is called prior density and the term \( P(y | \beta) \) is denoted as likelihood function. The likelihood function represents the information of the purchases. All additional market information are expressed and modeled in the prior density. The posterior density contains the result of regression coefficient by given data \( y \). Detailed information about the Bayesian inference can be found in, e.g., Koch 2007, Kacker & Jones 2003.

In the case of conjugate prior, the Bayes’ theorem is analytically solvable. The difference between classical regression analysis and Bayesian estimation is shown in Table 1.

<table>
<thead>
<tr>
<th>Classical Regression Analysis</th>
<th>Bayesian Parameter Estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\beta} = (X^TX)^{-1}X^Ty )</td>
<td>( \hat{\beta} = (X^TX + V^{-1})^{-1}(X^Ty + V^{-1}\underline{\beta}) )</td>
</tr>
</tbody>
</table>

| Eq. 3 | Eq. 4 | Eq. 5 |

The classical regression analysis and likelihood function consist of the purchases with the variables \( y \) and \( X \). In Eq. 3, the parameter \( \hat{\beta} \) is the result of the classical regression analysis. The difference between the classical regression and Bayesian estimation is the prior information, which is represented by the variables \( V \) and \( \underline{\beta} \). Here, the underlined variables represent the prior information.

Table 1: Comparison between Classical and Bayesian Estimation of regression coefficients and cofactor matrix.
and the over lined variables stand for the posterior estimates. Experts’ knowledge and offer prices are used as prior information in this study. A detailed description of the model and information about the data can be found in Section 4. The variable $\bar{\beta}$ is the prior knowledge of the regression coefficient and $V$ is the appendant cofactor matrix. In Eq. 4 the variable $\bar{\beta}$ is the posterior regression coefficient of the Bayesian estimation. A detailed discussion about conjugate prior and analytical solution of Bayes’ theorem can be found in Koch (2007). Practical applications of the Bayesian regression for real estate data are demonstrated in Alkhatib & Weitkamp (2012), Weitkamp & Alkhatib (2012a), Weitkamp & Alkhatib (2012b).

2.3 Robust Estimation
The purchases often contain outliers. This is caused by the imperfect market and missing information about the origin of the purchase price. For the regression analysis, the outliers should be eliminated, otherwise the estimation is biased. In areas with few transactions the detection of outliers is a challenging task, because the number of purchases is small and each detected outlier reduces the sample size. Methods of robust parameter estimation are insensitive to outliers in the dependent variable. A variety of robust methods for the classical regression, as, e.g., M-estimators, L-estimators or R-estimator (Hartung et al. 2009), have been developed in the recent years. All methods introduce a weight matrix $\Omega$ in the stochastic model. This matrix considers outliers with smaller weights as correct observations. In Eq. 3 and Eq. 4 an identity matrix $\Omega = I$, which indicate equal weights for all purchases, is used, therefore the weight matrix can be neglected. For the Bayesian estimation with weight matrix follows:

$$\bar{\beta} = \left(X^T \Omega X + V^{-1}\right)^{-1} \left(X^T \Omega y + V^{-1} \beta\right)$$

Eq. 7

In case of the Bayesian estimation, the robust methods for regression estimation cannot be adopted easily without modifying the proposed likelihood density. For this reason, the robustness has to be implement by means of assuming other distributions for the dependent variable and possibly for the prior distributions. Alkhatib & Weitkamp (2013) present a robust Bayesian approach for areas with few transactions, which uses an independent Student-distribution instead of the normal distribution to calculate the weight matrix $\Omega$. The selection of Student density function (as non-conjugate prior density) leads to the problem, that the analytical solution cannot be derived easily. As a numerical solution for the resulting posterior density, the Gibbs sampler, a Markov-Chain-Monte-Carlo approach, has been used. A detailed discussion and overview of a robust Bayesian approach with Student-distribution can be found in Geweke (1993). Practical applications of robust parameter estimation with regression analysis and Bayes estimation for areas with few transactions is presented in Alkhatib & Weitkamp (2013) and Weitkamp & Alkhatib (2014).

2.4 Variance Component Estimation
In areas with few transactions, the existing purchases must be supported in the estimation by additional market data. The different data groups are characterized by heteroscedasticity and non-normality generally, which is more than challenging in terms of optimal weighting estimation. A more detailed description of the characteristics of the used data can be found in Section 4.1. For the
combination of heterogeneous data sets, a statistical approach is the VCE. Eq. 4 is expanded as follow:

\[
\bar{\beta} = \left( \frac{1}{\sigma_L^2} X^T X + \frac{1}{\sigma_p^2} V^{-1} \right)^{-1} \left( \frac{1}{\sigma_L^2} X^T y + \frac{1}{\sigma_p^2} V^{-1} \beta \right)
\]

Eq. 8

The terms \(\sigma_L^2\) and \(\sigma_p^2\) are introduced to consider the different unknown variance unit of Likelihood function and prior-information. In case of more than one type of prior information, each data set has an own variance component. Substituting Eq. 8 into Eq. 9 leads to Eq. 10, which is a general description for arbitrary number of data sets.

\[
(V)^{-1} \beta = (X^T X)(X^T X)^{-1} X^T y = X^T y
\]

Eq. 9

\[
\beta = \left( \frac{1}{\sigma_1^2} X_1^T X_1 + \cdots + \frac{1}{\sigma_i^2} X_i^T X_i \right)^{-1} \left( \frac{1}{\sigma_1^2} X_1^T y_1 + \cdots + \frac{1}{\sigma_i^2} X_i^T y_i \right), \quad i = 1, \ldots, k
\]

Eq. 10

Here, the original observations \(y\) of the prior data are used directly, e.g. offer prices. The variance component \(\sigma_i^2\) of every data set \(i\) is depend on the magnitude of their variance. A data set with a large variance component decreases the influence of the corresponding data set in the whole estimation process while a small variance component increase its influence. There are different approaches in the literature to optimally estimate the variance components, like Helmert method, maximum likelihood estimation and minimum norm quadratic unbiased estimators. Further information about VCE can be found in Amiri-Simkooei (2007) and Koch & Kusche (2002). The method proposed in this paper is given in Koch & Kusche (2002).

3. Optimal VCE Approach in the multiple Regression Analysis

3.1 Developed Approach

In this paper, the focus lies on an optimal weighting approach for the different market data with the VCE. The results of this investigation will be used for the development of a robust Bayesian approach in future works. The VCE is introduced successfully in other geodetic applications, e.g. geopotential determination from satellite data or adjustment of global positioning system network (Koch & Kusche 2002, Yang et al. 2005). A practical example for real estate valuation is presented in Uhde (1982). Here, the variance components depending on the dispersion of purchase prices are estimated in one data set. For the combination of purchase prices, experts’ knowledge and offer prices, VCE is not introduced before. Hence, the main aim is to investigate the suitability of VCE for these different data sets. Therefore, in areas with few transactions the challenges lies on the estimation of optimal weights. For this purpose, we assume that data sets are free from any outliers. Hence, Eq. 10 can be used directly. The unknown variance components \(\sigma_i^2\) are iteratively estimated by the approach described in Koch & Kusche (2002):

\[
\hat{\sigma}_i^2 = \frac{\hat{e}_i^2}{\hat{\eta}_i}, \quad i = 1, \ldots, k
\]

Eq. 11

where \(\hat{e}_i\) are the estimated residuals of every data set and \(k\) denotes the number of data sets. The residual \(\hat{e}_i\) are estimated by means of the estimated posterior coefficients in the corresponding
iteration step. Thus the estimated posterior $\hat{\beta}$ are considered in the variance component estimation. The term $\gamma_i$ denotes the partial redundancy and considers the contribution of one data set to the total estimation with all data sets. Therefore, a data set with a small residual sum of squares and large redundancy significantly affects the result of $\hat{\beta}$. On the contrary, a data set with large residual and small redundancy have a small influence on the estimates of coefficients. Detailed derivations can be found in Koch & Kusche (2002).

The investigation of this VCE approach follows in two steps. First, a closed loop simulation is developed to validate the algorithm on a scenario for areas with few transactions. In the second step, the algorithm is validated on the real market. Afterwards, these results are compared to the results of the simulation.

3.2 Closed Loop Simulation

The calculation process of the closed loop simulation is depicted in Figure 1 schematically. As input parameter the independent variables of purchase cases and experts’ survey are used. Both, they build the data set $X$. Estimated regression coefficient of the considered submarket are used as expected values $E(\beta)$. The error model consists of variance, offset and scale factor for every simulated data set. In this study, three data sets are simulated. They include the characteristics of purchases in areas of few transactions, knowledge of experts and offer prices (Section 4 presents a detailed discussion of the used data sets and their errors). Then the expected value of the observation $E(y)$ is calculated with $X$ and $E(\beta)$.

All these parameters are initial values for the closed loop simulation. At first, every loop generates $k$ random data sets from $X$. In the second step, the errors of every data set is generated with Eq. 12

---
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and it is added to the expected observations \( E(y_{1:k}) \). The variance \( \sigma^2_{1:k} \) is used to generate a normal distributed noise \( \kappa \). This should characterize the heterogeneous dispersion of the data sets. The scale factor \( u_{1:k} \) leads to a percentage increase of the expected observation, thus the observations of a data set are skewed systematically to the other data sets. The offset is a systematic error in a data set and has a direct influence on the coefficient \( \beta_0 \).

\[
h(\sigma^2_i, \Delta_i, u_i) = E(y_i) \frac{u_i}{100} + \Delta_i + \kappa \quad ; \quad \kappa \sim N(0, \sigma^2_i) \quad i = 1, ..., k \quad \text{Eq. 12}
\]

In the third step, the three simulated data sets with the noise observation are used to estimate the coefficients \( \hat{\beta} \) and \( \hat{\beta}_{VCE} \). The coefficients \( \hat{\beta} \) are determined without VCE, thus, all data sets have the same weights in the estimation. In the case of \( \hat{\beta}_{VCE} \), the VCE is used in the calculation. These three steps are repeated 100'000 times in the loop. The number of iteration loops determines the precision of the simulation result. Repeats of this simulation show that the different results approximately equal and therefore we fixed the number of iterations to 100'000 iteration loops, which are sufficient for this study. The results of the closed loop simulation include the means and variances of the 2 estimations and their 100'000 repeats. Furthermore, the root-mean-square-error (RMSE) is calculated with the predicted observations and the expected observations.

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - E(y))^2} \quad \text{Eq. 13}
\]

The presented closed loop simulation shall be extended in future researches, e.g. integration of outliers in the error model. Basics and further information about closed loop simulation and Monte Carlo are presented in Saltelli et al. (2008) and Kroese et al. (2011). Alkhatib (2007) demonstrates a practice example for satellite gravity missions.

**4. Used Data Sets**

The data set which is used to validate our approach had been collected in the city of Nienburg (Weser). Nienburg (Weser) is located in the south of Lower Saxony. It is a small city with approximately 50'000 inhabitants. As the functional submarket, we investigated the market of one and two-family houses. We use three different types of data:

- Purchase prices
- Experts’ knowledge
- Offer prices

The spatial submarket of Nienburg (Weser) is located in a region with a regular supply and demand situation and an average number of transactions in real estate market of individual housing (single and two-family houses). For this region, good market information exists. For this approach, 242 purchase prices from the official purchase price database are used. This dataset is reduced to simulate a region with few transactions. Random sample of 30 purchase prices out of the 242 prices are generated. A detailed information on different reduction procedures to simulate regions with few purchases can be found in Weitkamp & Alkhatib (2014). The second dataset contains an experts’ survey from September 2015. Experts estimate market values for different objects.
Therefrom, 180 pseudo prices were obtained. In this approach, 130 of these pseudo prices are used for fitting the features of the purchase price data set. As third data set, 109 offer prices from a real estate offer portal (immobilienscout24.de) are used from the years between 2011 until 2015. Detailed information on derivation procedure and first investigation on all three data sets can be found in Soot et al. 2016.

All three data sets were adjusted to the same economic situation (on date: September 2015). For all data sets the information “area of lot” [sq. m], “standard land value” [EUR per sq. m], “construction year” [age – 1946], “living space” [sq. m] and “equipping standard” [without unit] are available. The dependent variable $y$ is the “purchase price per square meter living space” in EUR per sq. m. The multiple linear regression is done after investigation of statistical outliers. We use a Baarda data-snooping algorithm (Baarda 1986) with a limit of $2.5 \sigma$ for the normalized error. The results of the multiple linear regression are shown in Table 2.

One can see that the result between purchase prices and experts’ survey differs significantly in parameters for area of lot, construction year and equipping standard. The estimated parameters for intercept and living space differ widely for offer prices. This can partly be explained with the correlation between parameters. Model depended the equipping standard ($\beta_5$) is correlated with the intercept ($\beta_0$) (correlation coefficients: offer prices = $-0.8$, purchase prices = $-0.7$, experts’ survey = $-0.5$). As expected for this model, the area of lot and the living space are correlated ($\approx 0.5$).

<table>
<thead>
<tr>
<th></th>
<th>$\beta_0$ Intercept</th>
<th>$\beta_1$ Living space</th>
<th>$\beta_2$ Area of lot</th>
<th>$\beta_3$ Construction year</th>
<th>$\beta_4$ Standard land value</th>
<th>$\beta_5$ Equipping standard</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Purchase Prices</strong></td>
<td>506.65</td>
<td>$-4.89$</td>
<td>0.31</td>
<td>15.40</td>
<td>3.41</td>
<td>110.46</td>
</tr>
<tr>
<td><strong>Experts’ Survey</strong></td>
<td>507.28</td>
<td>$-4.71$</td>
<td>0.17</td>
<td>9.89</td>
<td>3.09</td>
<td>221.45</td>
</tr>
<tr>
<td><strong>Offer Prices</strong></td>
<td>346.91</td>
<td>$-2.68$</td>
<td>0.31</td>
<td>11.88</td>
<td>3.38</td>
<td>135.45</td>
</tr>
</tbody>
</table>

The parameter for the equipping standard differs according to the particular data set. This is caused by the poor quality of this variable in the data sets of offer prices and purchase prices. If detailed information about the sold real estate is missing, the equipping standard is set to an average value, even if the real estate is a very well equipped house. Future work will deal with this problem using more information to improve the classification of the real estates in the equipping standard classes. Following the answers of the experts the influence of the equipping standard on the market value is high. In the data set of the purchase price database as well as of the offer price data set, the influence of the equipping standard is approximately half of experts’ opinion. Unlike the information in the databases, the experts can judge about the equipping standard in a very good way. And properly arisen, the equipping standard has a great influence on the market value. Due to the circumstance, that the equipping standard in the database do not vary, no great influence affects the market value.
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4.1 Quality of Different Data Sets
The precession of the data is derived from the multiple linear regression. The results of the posterior standard deviation from the adjusted parameters are shown in Table 3.

Table 3: Input parameter for the error model of the closed loop simulation.

<table>
<thead>
<tr>
<th></th>
<th>Posterior σ</th>
<th>Offset</th>
<th>Scale Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purchase Prices</td>
<td>198.24</td>
<td>0</td>
<td>0 %</td>
</tr>
<tr>
<td>Experts’ Survey</td>
<td>93.85</td>
<td>20</td>
<td>0 %</td>
</tr>
<tr>
<td>Offer Prices</td>
<td>266.83</td>
<td>180</td>
<td>−15 %</td>
</tr>
</tbody>
</table>

The information from the experts’ survey has the smallest posterior standard deviation. Therefore, it can be concluded that these data fit best to each other. The data set from the purchase price database is still a typical imperfect data set. This is caused by the different influencing parameters on the origin of prices, which are not part of our model.

The largest posterior standard deviation arises from the offer prices, as expected. In this approach, the offset is derived from first analysis on this data set. The data from the real estate platform, which are often posted by real estate agents, are regularly scattering above the market value. A maximum offset of approximately 180 EUR per sq. m living space between offer prices and purchase prices is derived (see Figure 2). This offset decreases for high quality real estates. A systematic modeling of this offset is planned in our next investigations. In this study, the average offset of offer prices is only considered with 80 EUR per sq. m.

From this investigation follows the error model for the closed loop simulation (see Table 3). The decreasing offer prices consider with a scale factor of −15% and the offsets derive from the y–axis. The noise of the different data sets is generated with the posterior standard deviations.

5. VALIDATION OF THE APPROACH
5.1 Closed Loop Simulation
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The closed loop simulation uses the presented input parameters of Section 4 for the calculation. In Figure 3, the result of the construction year is presented for 100'000 iterations. The classical regression is illustrated in red and the result of VCE is presented in blue. The solid lines represent the mean values of the histogram and the dash lines highlight the 95% confidence interval. The difference between mean values of the construction year is approximately 0.75. Hence, the mean value of regression lies marginal into the 95% confidence interval of the VCE. A significant improvements using VCE approach are almost the narrower confidence interval. The results of the other regression coefficient look very similar.

![Distribution of the estimated construction year for the simulation with 100’000 iterations. Red: Result of the regression. Blue: Result of the VCE.](image.png)

Table 4 shows an overview for all results of the simulation. The columns “Coefficient Difference to E(\(\beta\))” represent the difference between the mean value of the estimated coefficients and the expected value \(E(\beta)\) of the input parameter (from the simulation). Small differences means the estimated coefficients are determined correct. In the columns of “standard deviation \(\sigma\)” the average precision of the regression coefficient is presented. The comparison between these results of classical regression and VCE shows that the results of VCE are always closer to the expected values. This could be recognised in the RMSE, too. The RMSE of VCE is approximately half as large as the RMSE of regression. Additional, the difference of intercept shows that the offset of the experts’ survey and the offer prices have an influence with approximately 26 EUR per sq. m for the VCE.

Table 4: Results of the closed loop simulation with 100’000 iterations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Classical Regression</th>
<th>Regression with VCE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient Difference to E((\beta))</td>
<td>(\sigma) [SD]</td>
</tr>
<tr>
<td>(\beta_0) [Intercept]</td>
<td>51.86</td>
<td>75.00</td>
</tr>
<tr>
<td>(\beta_1) [Living Space]</td>
<td>0.30</td>
<td>0.40</td>
</tr>
<tr>
<td>(\beta_2) [Area of Lot]</td>
<td>-0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>(\beta_3) [Construction Year]</td>
<td>-0.94</td>
<td>0.60</td>
</tr>
<tr>
<td>(\beta_4) [Standard Land Value]</td>
<td>-0.21</td>
<td>0.38</td>
</tr>
</tbody>
</table>
Table 5 presents the average square root of the estimated variance components. In case of classical regression, the posterior standard deviation with 200.26 is approximately equal to the mean of input simulated values $\sigma$ depicted in Table 3. This result was expected, because every data set has the same influence in the estimation. In the case of VCE the variance results of purchase prices and experts’ survey are approximately the same as the input variance components of the error model. Only the offer prices have a greater difference with approximately 17.41 to the input parameter. This results from the scale factor, which distort the offer prices.

<table>
<thead>
<tr>
<th></th>
<th>Classical Regression</th>
<th>Regression with VCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posterior $\hat{\sigma}$</td>
<td>200.26</td>
<td>198.26</td>
</tr>
<tr>
<td>Purchase Prices</td>
<td>94.53</td>
<td>284.24</td>
</tr>
</tbody>
</table>

### 5.2 Real Market Data

For the investigation of real data, an area with few transactions is simulated. Therefore, the experts’ survey and offer prices are combined with 30 random purchase prices. This simulation is repeated 100’000 times. Figure 4 presents the result of the parameter intercept and construction year. The confidence intervals of the real market data have a comparable dispersion as in the simulation. In contrast to the close loop simulation, here the difference between the mean values of regression and VCE is larger. The results of the other regression coefficient look very similar, as shown in Table 6.

![Figure 4: Distribution of the estimated intercept and construction year for 100’000 simulated areas with few transactions. Red: Result of the regression. Blue: Result of the VCE.](image)
The comparison between regression and VCE in areas with few transactions shows, that the parameters of area of lot, construction year and equipping standard as result of the regression are closer to the coefficients of purchase price data set. Intercept, living space and standard land value behave different, however. The coefficients of VCE are closer to the purchase price data set in this case. This is caused by the difference between the coefficients of purchase price data set and experts’ survey data set. An explanation could be found in the correlations between the coefficients like discussed in Section 4.

Table 6: Mean values of the simulated area with few transactions with 100’000 iterations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Results of Purchase Prices</th>
<th>Results of Area with Few Transactions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>Coefficient</td>
</tr>
<tr>
<td>β₀ [Intercept]</td>
<td>506.65</td>
<td>365.18</td>
</tr>
<tr>
<td>β₁ [Living Space]</td>
<td>–4.89</td>
<td>–3.75</td>
</tr>
<tr>
<td>β₂ [Area of Lot]</td>
<td>0.31</td>
<td>0.24</td>
</tr>
<tr>
<td>β₃ [Construction Year]</td>
<td>15.40</td>
<td>11.66</td>
</tr>
<tr>
<td>β₄ [Standard Land Value]</td>
<td>3.41</td>
<td>3.65</td>
</tr>
</tbody>
</table>

The estimated variance components are presented in Table 7. For the regression, the posterior $\hat{\sigma}$ with 198.72 is equivalent to the result of simulation with 200.26 (see Table 5). In the case of VCE, the $\hat{\sigma}$ of purchase data set is larger than the estimated value in the simulation and thus, it is larger than the variance in the original data sets. As an explanation for this effect, we assume that the simulated purchase data set are homogeneous as in the reality, more detailed research would done in a future work. The variance component of experts’ survey with 95.89 is approximately the same as in the original data set with 93.85 (see Table 3). Furthermore, the posterior $\hat{\sigma}$ of VCE shows the consideration of each data set in the estimation. The experts’ survey considers more than the other two data sets in the estimation. This result reflects the regression coefficient in Table 6.

Table 7: Estimated posterior square root of variance components for the area with few transactions.

<table>
<thead>
<tr>
<th></th>
<th>Classical Regression</th>
<th>Regression with VCE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Purchase Prices</td>
<td>Survey</td>
</tr>
<tr>
<td>Posterior $\hat{\sigma}$</td>
<td>198.72</td>
<td>217.91</td>
</tr>
</tbody>
</table>

6. CONCLUSION AND OUTLOOK

The results of VCE in the close loop simulations show that the offset in the error model has a small influence on the intercept. Furthermore, the VCE considers the influence of the scale factor with a larger variance component. Hence, the simulation demonstrates that low systematic errors between the data sets lead to acceptable expected values of regression coefficients for the real estate valuation. The comparison of the simulation results with the real data results shows, that in future,
the simulation requires an improved error model. This should be allow to reproduce a larger inhomogeneity of data sets.

The investigation with the real data demonstrates a differentiated result in comparison of regression and VCE. Comparing the three coefficients, the ones of regression are closer to the purchase coefficients and the ones of VCE are closer to the ones of purchases in the other three. This depends on the regression coefficients of the experts’ survey. The area of lot, the construction year and the equipping standard of survey are too different to the coefficient of purchase prices. Possible reasons for this effect are discussed in Section 4. In future, the experts’ survey requires objects as base for the appraisal, which better represent the real data distribution in these three dependent variables.

Overall, this first investigation shows a high potential of VCE in contrast to an equal weighting of all data sets. The VCE correctly identifies the precision of the different data sets. A huge systematic price offset between the different data sets cannot be considered by the VCE. Therefore, the data sets have to be adjusted to each other in future investigations. The use of offer prices enables the integration of inhomogeneity of the real market in the estimation, which the experts’ survey data set cannot represent. That means, in case of estimating without offer prices would be equally to the coefficient of the experts’ survey. In this case, the coefficients of area of lot, construction year and equipping standard will cause larger differences to the purchase price coefficients.

The next studies should be focused on the optimisation of the VCE approach for real estate valuation. Therefore, this approach should be applied in other submarkets to analyse the general suitability for areas with few transactions. In a second step, the VCE approach should be integrated in a robust Bayesian approach.
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