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SUMMARY  
  
Reliable cadastral data plays an essential role in a variety of activities, such as taxation, and 
property evaluation and registration. Within these activities positional accuracy plays a 
fundamental role in the manner by which the data is perceived and used. Users are no longer 
interested only in the data itself or its derivatives, but also in its reliability and accuracy. 
Thus, detailed reliable positional accuracy information becomes indispensable.  
 
Consequently, several stochastic models have been recently suggested for modeling 
positional accuracy in vector cadastral data. One such stochastic modeling tool is the random 
field model. Random fields are well suited for modeling and simulating errors for continuous 
data, yet Cadastral vector data is not continuous and can not be treated stochastically as such.  
 
This paper proposes an extension of the current random field model, a patch-wise random 
field, that will enable to account for discontinuities in the data. This extension includes a 
novel mechanism for identifying homogeneous regions within the data. The paper describes 
the proposed extension and evaluates evaluate its performance using real-world cadastral 
data. 
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1. INTRODUCTION 
 
In many countries currently available cadastral data results from extensive data collection and 
compilation that was carried out throughout decades or centuries. Along this process the 
collected data was highly influenced by various factors, such as the available surveying tools 
and techniques, the processing capacity, or the quality assurance practice that was 
implemented. Cadastral maps, which often serve as a key data source for cadastral data, has 
also changed considerably in terms of the production techniques used to generate the maps, 
the materials used for map production, the scale used, or the conditions in which the maps are 
stored. Furthermore, the geodetic infrastructure on which the cadastral system is based has 
also changed considerably in terms of its availability and quality. 
 
An example to the evolution of various factors that affect the characteristics of cadastral data 
can be found in the history of cadastral data in Israel (Stienberg, 2001). Land registration 
activities began in the late nineteen century, but its establishment using the registration of 
titles began only in the late nineteen twenties. During this period cadastral parcels were 
mapped using chain distance measurements, based on local densification traverses that were 
laid out on the available geodetic infrastructure. As electro-optical distance measurements 
became available in the late seventies, higher accuracy was achieved in cadastral surveys, 
resulting in regions (“patches”) of high data accuracy. The overall accuracy of field data was 
also highly influenced by various regulations that controlled the characteristics of the local 
traverses: until 1987 no restriction on the hierarchy of the densification traverses was 
imposed and liberal surveying regulations (in terms of the required accuracy) were used. 
These regulations were modified in 1987, resulting in stricter surveying regulations and the 
implementation of a traverse hierarchy for densification purposes. In addition to these, a 
transition to the new Israeli Geodetic grid was recently implemented. This transition is likely 
to invoke an additional phase in the evolution of the characteristics of cadastral data in Israel.  
 
As a consequence of these various factors currently available cadastral data is likely to be 
inhomogeneous in terms of its characteristics (Morgenstern et al., 1989).  When examining a 
single parcel this lack of homogeneity is likely to be of little effect, yet when attempting to 
create a continuous cadastral database over more extensive areas, as in the case of the 
generation of a digital cadastral layer, this may result in inconsistent results unacceptable for 
cadastral purposes (Hebblethwaith, 1989). Consequently various operations are required in 
order to assure the consistency of the cadastral layer. 
 
In order to overcome this inconsistency problem various methods to incorporate cadastral 
data, mainly from cadastral map sheets, into a homogeneous cadastral layer were suggested. 
The incorporation problem is commonly resolved by employing a variety of geometric 
transformations. These transformations are realized by mathematical models with various 
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degrees of freedom, ranging from a rigid-body transformation with three degrees of freedom 
up to an Affine transformation with six degrees of freedom, or a projective transformation 
with eight degrees of freedom (Fagan and Soehngen, 1987). Although polynomial based 
transformations with higher degrees of freedom may also be considered for this purpose, in 
practice they are not recommended due to their potentially erratic behavior.  
 
The transformation process begins with the measurement of homologous points in both data 
sets. If redundant points are identified the transformation parameters may then be estimated 
using the Least Squares adjustment technique, during which weights may be assigned to each 
measurement (Greenfeld, 1997a), (Greenfeld, 1997b). In the case of control points, weights 
may be assigned by the rank of each point in the control network hierarchy (Greenfeld, 
1997b). For non uniform homologous point distribution a modified least squares scheme is 
required in order to eliminate the effect of leverage points (Kampmann, 1996). Various 
constraints may also be incorporated in order to maintain the consistency of the existing data 
and possibly upgrade it (Fradkin and Doytsher, 2002). 
 
Although a geometric transformation and constraints may bring both data sets into the same 
datum (thus eliminating the systematic effect), discrepancies between the overlapping area of 
the two data sets are still likely to occur. This difficulty is commonly encountered during the 
vectorization process of scanned cadastral map sheets (Doytsher and Gelbman, 1995), where 
each map sheet is treated separately by vectorizing the required data in the map, followed by 
a transformation (usually an Affine transformation) of the resulting vector data using the 
state-plane coordinate grid that was overlaid on the map sheet.  
 
When several map sheets with overlapping boundaries are merged, discrepancies in 
overlapping areas still exist. This is caused by the inability of the Affine transformation to 
account for the random part of the discrepancies between the two data sets. Although proper 
averaging of the overlapping vector data may eliminate the discrepancies, it may also 
introduce distortions in the vector data, and by that cause a violation of the relationships 
between data elements (such as fixed length or angle, parallelism, perpendicularity, etc.) 
(Doytsher and Gelbman, 1995). In order to account for the resulting random distortions, a 
rubber-sheeting process can be employed. During this process the distortions are spread 
linearly toward the center of the map sheet, where linearity is assumed along the boundary of 
the map as well as perpendicular to it. A rubber-sheeting algorithm for non-rectangular map 
regions was also suggested by Doytsher (2000).  
 
It should be noted that the underlying assumption in the rubber sheeting process is that both 
data sets are identical in terms of their accuracy characteristics. This assumption serves as the 
basis to averaging of coordinates and to the linear diffusion of the distortions. Yet, in many 
cases this assumption is not fully justified: averaging is not straightforward as it is not clear 
whether both data sets share the same accuracy characteristics, while weight assignment can 
not be carried out without explicit knowledge on the accuracy relations between the data sets. 
The same difficulty applies in the case of the linear distribution of distortions: this process 
can be justified by the assumption that the change in the distortions is linear throughout the 
data set. Yet due to surveying practices, map compilation techniques, and map sheet handling 
this may not be the case.  
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These various considerations, in addition to the heterorganic nature of the accuracy of 
cadastral data, indicate that a more comprehensive approach to the problem of cadastral data 
incorporation should address the accuracy relations of cadastral data sets and the spatial 
variation of accuracy throughout each data set. For this purpose a stochastic model should be 
employed. 
 
2. THE STOCHASTIC MODEL 
 
2.1 Positional accuracy 
 
Prior to the introduction of the stochastic model an explicit definition of the term positional 
accuracy is required. Given a set of homologous points P in n

�  (n=2 in the case of a 2D 
cadastre or 3 for 3D cadastre), let us assume that each point is described by two sets of 
coordinates: a set t={x1, x2,…, xn} that represents the estimated coordinates, and a set t'={x'1, 
x'2,…, x'n} that represents the true coordinates. Based on this, the positional accuracy of each 
point is given by (Drummond, 1995), (Kyrakidis et al., 1999): 

{ }1 1 2 2, , , n ndt t t x x x x x x′ ′ ′ ′= − = − − −K  (1) 

The terms "hard data" and "soft data" are usually used for t and t' respectively. As the true 
coordinates are usually unknown the "best" values available are commonly taken as the hard 
data set. This is usually carried out by employing a superior surveying technique that 
provides accuracies which are significantly higher than the accuracies obtained for the soft 
data. It should be noted that due to the high accuracy requirements the hard data is usually 
sparsely distributed and is not as dense as the soft data set. Once coordinates are measured, 
quantifying the positional accuracy for each point can be easily carried out using Equation 
(1), thus providing a set of positional error values 
 
2.2 Positional accuracy modeling 
 
In order to describe and summarize the characteristics of the positional accuracy of a given 
soft data set statistical descriptors are required. One of the well-known techniques for 
describing the behavior of these values is by using summary statistics (Goovaerts, 1997), 
such as the mean and the variance. Using summary statistics is well-known in mapping and 
surveying, and was also suggested for describing the positional accuracy of spatial data. An 
example to this approach may be found in (Barbato, 2000), in which various statistical 
significance tests were also suggested. 
 
The main drawback of summary statistics is two fold. The use of summary statistics is 
statistically justified only when the values of Equation (1) are random and uncorrelated, yet 
for spatial data this may not necessarily be the case. In addition, the values obtained from 
Equation (1) are treated as simple scalar values without taking into account the spatial 
distribution of the data. As a result, it can not be expected that summary statistics will be able 
to account for any correlations in the data, nor describe it (Kyrakidis et al., 1999).  
 
Although the precise definition of the term correlation was not yet introduced, the assumption 
that correlations are likely to be present in spatial data is based on the nature of the errors 
present in the various surveying practices used for collecting spatial data. Although the 
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measurements themselves may not be correlated in these practices (in fact special care is 
taken in order to avoid dependent or correlated measurements), the errors in these 
measurements are likely to be correlated since the same surveying equipment and practice is 
used. Thus the source of correlations is the correlated errors present in surveying operations. 
An example to these inherent correlations can be found in the compilation of a 
photogrammetric stereo pair. As lens and film distortions usually exhibit some degree of 
spatial patterning errors, adjacent points are likely to bare the same lens and film distortions. 
This similarity introduces correlations into the errors. 
 
The shortcomings of summary statistics necessitate an alternative stochastic framework that 
would enable accounting for positional accuracy as a spatial phenomenon that has inherent 
correlations. One such framework, which serves as a fundamental Geostatistical modeling 
tool, would be treating positional accuracy as a set of random variables that have some spatial 
dependencies (Goovaerts, 1997). Based on this model, the random variable z(t)i that 
represents positional accuracy at point i would be:  

( ) { } { }1 1 2 2 1 2, , , , , ,n n ni i i
z t x x x x x x s s s′ ′ ′= − − − =K K  (2) 

Where x1,x2,…xn are the Euclidian coordinates of point ti It should be noted that in this case 
the random variable is n-dimensional (Yaglom, 1986). If the components of this vector are 
considered as independent of each other then at each location t, a set of random variables can 
be defined: 

( )
( )

( )

1 1 1

2 2 2

n n n

z t x x

z t x x

z t x x

′= −
′= −

′= −
M

 (3) 

A set of dependent random variables constitutes a random function (RF) if for each location t 
the value of the random variable is known. Thus, for a predefined bounded area D, the set: 

( ){ }: nz t t D∀ ∈ ⊂ �  (4) 

constitutes a random function. A random function defined over a two or three dimensional 
domain is commonly termed a random field. 
 
A necessary condition that should be fulfilled for ensuring the statistical stability of the 
random function, is the existence of the probability distribution functions P for each element t 
in the set {Yaglom_72}: 

( ) ( )( )
( ) ( ) ( )( )

( ) ( ) ( ) ( )( )

1 1 1

1 2 1 1 2 2

1 2 1 1 2 2

, ,

, , , , ,n n n

F x P z t x

F x x P z t x z t x

F x x x P z t x z t x z t x

= <

= < <

= < < <
M

K K

 (5) 

When applied to real-world data, the question whether the random field at hand is stable and 
has the same characteristics over the whole domain D should be addressed. The stability of 
the process is of importance here, as in the case of an unstable random field the 
characteristics should be a function of the location in D. This stability is termed stationarity 
for random functions. In terms of the distribution function, a random process is referred to as 
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stationary if all the distribution functions of type (5) remain the same when the random 
variable set used is shifted by h in D (Yaglom, 1962): 

( ) ( ) ( )( )
( ) ( ) ( )( )

1 1 2 2

1 1 2 2

, , ,

                                , , ,

n n

n n

P z t x z t x z t x

P z t h x z t h x z t h x

< < < =

= + < + < + <

K

K

 (6) 

In practice, this implies that the statistical characteristics of the random process do not change 
throughout D. Stationarity of the type described in Equation (6) is defined as strict 
stationarity. 
 
Theoretically, in order to further describe a stationary random field it is necessary to know all 
the distribution functions of the type (5) (Yaglom, 1962). In practice these are never known 
and their empirical retrieval trough experiments are not practical. Consequently moments are 
used for describing a random field. The two basic moments can be defined, namely the mean 
m of the whole set:  

( )m E z t =    (7) 

and the correlation C between two locations ti and tj: 

( ) ( ) ( ),i j i jC t t E z t z t =    (8) 

It should be emphasized that in this definition the correlation function may be dependent on 
the separation (distance) between the two locations ti and tj, as well as on the direction 
between these two locations. A random field, for which the mean is constant and the 
correlation function depends only on the separation, is termed a second order stationary field 
(Chiles and Delfiner, 1999) (The term wide sense stationary is also used, for example 
(Yaglom, 1962). Furthermore, a field, for which the correlation function is rotation invariant, 
is termed an isotropic random field.  
 
The ability of the random field model to handle positional accuracy as a spatial random 
phenomenon, while incorporating the influence of correlations, makes the random field the 
preferable stochastic model for spatial data. Due to its ability to account for a continuous 
domain D the random field model was successfully implemented for continuous data sets, 
such as DEMs and categorical data (for example geological or soil maps). An example to the 
implementation of this approach can be found in (Goodchild et al., 1992), where an 
estimation of the uncertainty between two categorical regions was obtained using error 
simulations based on random fields. An example of the application of random fields for DEM 
error modeling can be found in the work of (Ehlschlager, 1998), who suggested estimating 
errors by random error field simulations. It should be noted that in these examples the random 
field model is used as an error realization mechanism, with which simulations are carried out. 
These simulations are then used for mapping areas likely to suffer considerable errors. 
 
2.3 Geostatistical descriptors 
 
Two primary geostatistical descriptors, namely the variogram and the covariogram, are used 
to characterize a random field. The (experimental) variogram (Equation (10a)) describes the 
variation of the variance between elements in the field, while the covariogram (Equation 
(10b)) describes the correlation between data elements (Cressie, 1993):  
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( ) ( ) ( ) ( )
( )

21
ˆ

2 i j
N h

h z t z t
N h

γ  = − ∑   (10a) 

( ) ( ) ( )( ) ( )( )
( )

1ˆ
i j

N h

C h z t z z t z
N h

 = − −
 ∑   (10b) 

where:  

( )
1

1 n

i
i

z z t
n =

= ∑  (11) 

( )N h  is the number of data pairs (ti,tj) that are h units apart: 

( ){ }, :  ;    1  ;    1i j i jt t t t h i n j n− = = =K K , (12) 

n is the size of the data set, and .  is the Euclidian distance operator. Both indices are 

computed by dividing all possible distances within D into equally spaced lags h, where for 
each lag an average value is taken. It should be noted that these indices assume a 
homogenous and isotropic random scalar filed.  
 
2.4 Detecting inhomogeneous regions  
 
Unlike continuous data, there is little experience in applying the random field model for 
vector data. Early attempts to use this model for continuous data (such as DEMs and 
categorical maps) were not directly linked to the random field theory, and instead "error 
grids" were suggested (Hunter and Goodchild, 1996). In their approach, a displacement grid 
that represents possible shifts of the vector data is generated and applied to the data for error 
assessment. Kiivery (1997) suggested using a rubber-sheeting like approach, where a 
transformation of an erroneous map into a "true" map is defined by a linear combination of a 
set of basis functions e and f (trigonometric functions, similar to Fourier series): 

( ) ( )
( ) ( )

2
1 1

2
2 2

     ,      0,

    ,     0,

T

T

T t x e N I

T t x f N I

α

β

α α σ

β β σ

= +

= +

�

�

 (13) 

Where σ2
α and σ2

β are the variances of the displacement from the given map to the "true" 
map. Kiivery (1997) also suggested an estimation method for σ2

α and σ2
β based on ground 

truth data. Correlations can be introduced to this model by using a full matrix instead of I in 
Equation (9). 
 
In contrast, Church et al. (1998) indicate that the model defined in Equation (9) requires that 
the error field would be smooth, while the errors in vector spatial data may not necessarily be 
smooth. Consequently, Funk et al. (1999) suggested classifying smooth sub-regions in the 
data, using directional information as a classifying criterion. For this purpose a modified 
variogram that is based on direction was suggested: 

( ) ( ) ( )
( )

1
ˆ 1

2 ij
N h

h r
N h

γ = −∑  (13) 

where: 
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( ) ( ) ( ) ( )1 21 21 1
,

2 2
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ij

i ij j

s ss s
r

s ss s

     
   = + +         

 (14) 

 
It can be easily seen that rij is the average cosine and sine components of each point pair. 
Based on the above variogram, the dependence between each point and its neighborhood 
could be assessed, using a Ratio of Aerial Dependence (RAD) (Funk et al., 1999): 

1 i
i

i

V
RAD

M
= −   (15) 

where: 

( )
( )

( )
( )

1 1

1 1
ˆ 1     ,       2

N r N r

i ij i
j jr r

V r M h
n n

γ
= =

   
= − =   

   
∑ ∑  (16) 

N(r) and nr are the indices and the number of the points within a predefined range from a 
point i for which the computation is carried out.  
 
3. AN ALTERNATIVE CLUSTERING SCHEME 
 
3.1 The clustering criteria 
 
In contrast to the clustering approach described above, the approach suggested here is based 
on the well known classical variogram definition, as it was introduced in Equation (10a). The 
basis to this approach is an attempt to point out areas which exhibit similar correlation 
characteristics, and in contrast areas which exhibit irregular correlation characteristics. The 
basis to this approach is the global indication to spatial association, namely Moran’s I 
indicator (Cliff and Ord, 1973): 

( ) ( )
( )2

,

ij i j
i j

ij i
i j i

w z t z t
n

I
w z t

=
∑∑

∑ ∑
 (17) 

Based on Moran’s I (Anselin, 1995) suggested using a Local Indication of Spatial 
Association (LISA) measure Ii: 

( )
( ) ( )

2
1

1

n

i i ij jn
j

j
j

n
I z t w z t

z t =

=

= ∑
∑

 
(18) 

where wij is a weight reflecting the relation between location i and location j.  
 
The main advantage of this approach is its ability to evaluate the local association Ii between 
each data point and its immediate neighborhood. High LISA values indicate pockets of 
nonstationarity in the data, or extensive differences in the accuracy characteristics of 
neighboring points, while low LISA values indicate that stationarity can be assumed for the 
region or that neighboring points exhibit similar accuracy characteristics. It is therefore 
possible to assess whether an given sub region in the data set could be considered as 
stationary, or whether it should be isolated from the data set, and regarded as a separate patch 
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due to its statistical dissimilarity. The classification criterion is therefore based on the 
statistical characteristics of the data. It should be noted that the local nonstationary pockets 
identified by LISA can result not only from the inhomogeneous nature of the data. Various 
other factors, such as surveying errors or data processing errors may also inflict local spatial 
association instabilities. Thus, data analysis with LISA could also serve as a gross error 
detection scheme in situations where the local instabilities do not exhibit any spatial pattern. 
For this purpose local Moran’s I scatter plots could be used (Anselin, 1997). 
 
As LISA indicates the relations between a data point and its “neighborhood”, a clearer 
definition of the neighborhood and of the way by which the weights are assigned should be 
given. In some cases where geographical boundaries are addressed (as in the case presented 
by (Anselin, 1995)) the neighborhood is clearly identified. Yet in the case of vector data (as 
in the case of cadastral data) data points are considered, therefore no definite neighborhood 
boundaries are available a priori.  
 
In order to accommodate this requirement for a neighborhood and weights definition it is 
possible to use the covariogram (Equation (10a)) as a global approximation of spatial 
association. It should be emphasized that as the computation of the covariogram is carried out 
prior to the detection of nonstationary patches and as the computation of the covariogram is 
based on the stationarity assumption, it is likely not to be a reliable estimation of the global 
correlation. Therefore, the covariogram is used only as an initial approximation. Once 
nonstationary patches are detected, the covariogram could be re-estimated for each of the 
stationary patches and could be considered as reliable. 
 
3.2 Covariogram estimation 
 
The estimation of the covariogram is based on a non parametric approach that was recently 
suggested by Croitoru and Doytsher (2003). A non parametric covariogram generation 
provides the ability to avoid several ambiguities that are commonly associated with 
covariogram generation, such as the ambiguity in the covariogram cloud generation, 
ambiguity in the model fitting process, and ambiguity in the selection of the fitting process 
itself.  
 
Non parametric covariogram estimation was first exploited by (Hall et al., 1994), who 
suggested a non-parametric approach to the covariance estimation problem. Their approach 
consisted of three processing steps: in the first step a non parametric covariance sequence, C’, 
is estimated from the raw covariogrm bin set, C, using a kernel function (for example, a 
smoothing kernel with a bandwidth h). In the second processing step a non negative spectrum 
of C’ is derived. This is done by computing the Fourier transform of C’, followed by an 
elimination of negative spectral components. In the final step, the non-parametric covariance 
function is derived by an inverse Fourier transform of the non-negative spectrum. A similar 
approach was suggested later by Yao and Journel (1998), who applied a moving average 
smoothing kernel, and Bjornstad and Falck (2001), who utilized a b-spline kernel function.  
The scheme proposed by Croitoru and Doytsher (2003) is an extension of the non-parametric 
approach suggested by (Yao and Journel, 1998). As the covariance function is a real function, 
complex components should not be present when the inverse Fourier transform is applied. 
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(Yao and Journel, 1998) avoided this by constraining the spectrum to symmetry around the 
zero frequency. In order to avoid this type of constrains and to assure that a real and even 
covariance function is obtained, a Discrete Cosine Transform (DCT) is used instead of the 
Fourier transform. This facilitates an easier application of the non parametric approach for 
covariogram generation. 
 
4. PRELIMINARY RESULTS 
 
In order to perform an initial assessment of the proposed clustering scheme two real-world 
cadastral blocks (“block 2” and “block 9”) were used. Each block consisted of a set of parcels 
with various shapes and sizes. Both data sets included a set of digitized parcel border 
coordinates (soft data) and the corresponding set of coordinates that were computed using the 
original data that was recorded during the cadastral survey. Each of these blocks was also 
adjusted using various constraints, such as known lengths or topologic relations. The 
resulting adjusted coordinates were then used as the hard data set. In order to find 
correspondence between the soft data and the hard data in each block a point matching 
algorithm was applied (Valdes et al., 1995). This resulted in 306 matched points out of the 
340 available points in “block 2” and 689 matched points out of the available 853 points in 
“block 9”.  Consequently, each block contained a list of corresponding points in the hard and 
the soft data sets. This correspondence was used to compute the positional accuracy of the 
digitized map sheets. The results obtained from this preliminary processing are depicted In 
Fig. 1. 

 
 

(a) (b) 
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(c) (d) 

Fig. 1: The two blocks processed: (a) “block 2”; (b) the derived positional accuracy (depicted as blue 
arrows) for the matched points in “block 2”; (c) “block 9”; (d) the derived positional accuracy 

(depicted as blue arrows) for the matched points in “block 9”. 
 
For each of these blocks the proposed clustering approach was implemented, where the 
discrepancies between the soft and the hard data sets were processed in the east and north 
direction separately. This process began with the extraction of the raw covariogram for each 
block, from which the non parametric covariogram was estimated in east and north directions 
(Fig. 2(a) - 2(b) and 2(c) - 2(d) for “block 2” and “block 9” respectively). Based on these 
results, the LISA indicator was computed for each point in these blocks. For this purpose the 
estimated non-parametric covariograms that were earlier computed were used for defining the 
immediate neighborhood of each data point and for weight assignment. The results obtained 
for “block 2” and “block 9” are depicted in Fig. 3 and Fig. 4 respectively. 
 
As can be seen from these results, “block 2” exhibits stationarity throughout its area (low 
LISA values) except for several small patches. A closer inspection of these patches reveals 
that they are inflicted by a single point, which is likely to be an outlier. In contrast, “Block 9” 
exhibits several well distinguished nonstationary patches, especially in the East direction. An 
additional inspection of these patches indicate that they are not inflicted by a single point, but 
by groups of points, and are therefore not likely to be generated by outliers. Consequently, 
further processing of this block should be carried out only after the isolation of these patches. 
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(a) (b) 

  
(c) (d) 

Fig. 2: The extracted non parametric covariogram - the raw covariogram (black) and the estimated 
non-parametric covariogram (red) for "block 2" and "block 9": (a) processing results in east direction 

for "block 2"; (b) processing results in north direction for "block 2"; (c) processing results in east 
direction for "block 9"; (d) processing results in north direction for "block 9". 

 
5. CONCLUSION AND FUTURE WORK 
 
This paper addressed the problem of detecting non stationary patches in cadastral data. 
Although stationarity is usually assumed when processing vector data, this assumption is not 
fully justified in many cases. As the cadastral infrastructure evolves with time its accuracy 
characteristics may change considerably. Consequently, a given cadastral block may contain 
data from various periods with a varying accuracy. When processing such data, assumptions, 
such as linearity and homogeneity, should be verified, and inhomogeneous regions should be 
isolated. It is therefore required to provide adequate tools that will enable the detection and 
extraction of inhomogeneous patches. For this purpose the LISA indicator was explored as a 
classifying criteria. Combined, with a non-parametric covariogram estimation scheme, which 
is used as an initial neighborhood estimator, the LISA indicator was applied to cadastral data. 
Using this scheme, patches of nonstationarity were successfully detected.  
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(a) (b) 

  
(c) (d) 

Fig. 3: Detection of nonstationary patches in "block 2": (a) detection results in east direction; (b) 
detection results in north direction; (c) a 3D view of the detection results in east direction; (d) a 3D view 

of the detection results in north direction. 

In light of the results obtained, further research is still required. The ability to analyze the 
accuracy of spatial data and identify non stationary regions without the requirement for a 
decomposition of the data to two orthogonal directions (East/North) should be explored. It is 
therefore necessary to explore the application of vector random fields for this purpose. 
Furthermore, tools for clustering such vector fields are also required. It should be noted that 
although the application of the random field model is gaining recognition as a stochastic 
framework for vector data accuracy, the problem of detecting nonstationary patches in vector 
data sets was not fully addressed. As the proposed approach can be applied to a variety of 
vector data sources, its performance on various typed of vector data should be further 
explored. 
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(a) (b) 

  
(c) (d) 

Fig. 4: Detection of nonstationary patches in "block 9": (a) detection results in east direction; (b) detection 
results in north direction; (c) a 3D view of the detection results in east direction; (d) a 3D view of the detection 

results in north direction. 
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