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SUMMARY

Photogrammetric surveying and 3D modelling are of immense value for the diagnosis and
conservation of historic and religious buildingscase they are coupled witKndedReality

(XR) technologies (i.e.,Virtual, Augmented andMixed Reality), different levels of
interpretation, interaction and dissemination can be achieved. This paper presents a holistic
approach to the multiepresetation of the restoration phases of a Byzantine church. The aim

is twofold; the introduction of a lowost photogrammetric methodology for a detailed and
accurate 3D geometric documentation of CH buildings, and the development ofteasesh
integrated 3Dplatform with XR functionalities The proposed methodology is applied to the
external and internal 3D reconstruction of thé" b@ntury old church (Katholikon) of St.
Stepherd Monastery in Meteora, Greece, at two different periods: prior and afterhchurc
maintenance work and restoration innervations. Gtasge photogrammetry and computer
vision are used for the collection of image data and the generation of dense point clouds, surface
models and texture mappinghe final 3D models along with their sugrted metadata are
integrated into an onlingR viewer fora comparative temporal analyfisoughan immersive
experience The viewer has the following capabilitieqi) automatedvirtual tour on the 3D
scene(ii) points of interest(iii) VR navigationas well as, (iv) markeless AR based onand

pattern recognitionThe 3D renderingnd pogressiveloading the interactive tools as well as

the various visualizatiomodesare built uponThree.js Tween.jsand AR.js libraries The
evaluation of the developed platform regarding performance and usability demonstrates the
effectiveness of VR and AR in remote access, monitoring and preservation of tangible Cultural
Heritage.
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1. INTRODUCTION

Advances in Photogrammetry, Computer Vision and immersive web technologies are
transforming the way peopjeercieveCultural Heritage3D geometric documentatisextend

thar scopeto includedissemination strategies, engaging storytelling and simulafion-site
experiencesBesides entertainment and educatitve, metric and visual accuracy of the final
productsis valuable for a variety otritical purposes and uses, including preservation,
reconstruction, reproductioand damage assesemgiaas and Zell, 2013arsanti et al.,
2014). In case of restoration and preventive maitenance, the spatial dimension must be
enhanced with an extra attribute, time. The 3D documentation of the current state determines
with geometric precision the decay ataterioration of structural elements, architectural details
and decorationsConsidering that any intervention should be revesible, it is essential to
documentany minor or major repair carried out at regular intervals by the conservation
professionalsTherefore, the recording tierestoration stages accounts for the need to retrieve
and assesa priori phasesand the facilitation of maintenance planningnterpretation and
collaboration.

Ample research and studies have been published showcasingigihepdbtential of
photogrammetryremote sensingnd3D modelling tarestoreheritagebuildings(Golovina and
Kanyukova, 20&; Genin, 2019, archaeologicaand historicsites(Remondino and Campana,
2014; Bianchi et al., 201@®ryan, 2017, paintings (Abate, 2019), sculpures (Apollonio et al.,
2017)and moreHowever, mly a few approaches can be considered as complete in terms of
sharing anccommunicatingthe resits to potental visitors though immersive environments.
Banfi et al. (2019) developed a scalatleud platformfor the visualization of the Basilica of
Sant'/Ambrogio in Milan and the dissemination of validated resesxploiting gamification
mechanisms, Virtual Reality (VR) and Augmented Reality (AfRJre recently, a methodology
for the documentation of dilapidat monuments through \VEhe 3D reconstruction of their
missing part@nd their virtual restorationas applied in the church of St. Augustine in the city
of San Cristébal de La LagunBenerife(SotoMartin et al., 2020)A more promising line of
researchs the exploitationof WebXRto embedVR and AR technologies into a single, cross
platform interfacdor a seamingless experien@&hite et al., 2007Carrozzino et al., 2019).

The plethora otonservatiorprojects in literature showcases thapecific 3D surveyhas to

be made and followeddhering to the characteristics and specialties of the monument in
considerationEffective monitoringhasalsoto upholdtime as well as any change concerning
erosion, ageing, dects or human actionsn accordance with the o n s e r guiddlines. 6 s
Therefore,built heritagewith complex structuresgeometric peculiaritieand details pose



significant challenges tthe whole proces&xample of such a signature historic building and
case study of the presented work is@rthodox church buildingthe old church (Katholikon)
of St. Stepbnd Monastery located in the UNESCO site Meteora, Grdesmaintenace work
wasconductedn 2019 by a multidispiplinary tearwhich preserved all of the original elements
and late harmonic interventions of the church.

The aim of the presented work is twofollde 3D documentation of complésstoricbuildings
for the recording, analysis and monitoring of temporal changes ancrdbsplatform XR
(eXtended Reality)isualization of the produced datasetTo reach this aima low-cost
methodology anghotogrammetrigvorkflow areproposed based on thedoor and outdoor 3D
geometric documentation of the church throafiserange and aerial photogrammetry at two
time periods before and after restoration worRéhe produced2D and 3Dgeametric data of
high precision and visual qualilepicttheenhanced colasf mural paintings and frescodbe
repointing and the repduction of theoriginal mouldingsafter maintenance workVith the 3D
modelsof the a priori and the current statean entry point, thedevelopedolatform merges
different types of integration, visualization and interaction to represent all the plotentia
dimensions and stagesthiev i s i t or 0 sXReotr@gsponds o the ereation of VR and
AR immersive environments. Particulartite followingfunctionalities are developed
1 Multi-resolution vieweror the general, AR and VR display of the textured and-high
resolution 3D models with minimum loss in visual quality of the original data.
1 Virtual selfguided tourin the churchin first-person perspective camera view with
highlighted points of interestultimedia incorporation and 3D graph&s guidelines.
1 Virtual automatic tour in the church through the animation of the camera nvation
explanatorysubtitles

1 Web VRfreeexploration of the interior of the church with a dedicated device.
1 MarkerlessWe b AR Dbased on usaad @ose fon the mhteractivea ¢ K i n
inspection of the church in the real environment of the. user
Moreover, the users can switch between the i

church in real timandutilize the integratedervicessia the browser of any devise with network
connection.The platform isdevelopedwith a combination offhree.js and othaspensource
JavaScript librariesn top of WebGL APand WebXR interface.

2. METHODOLOGY
2.1 Geometric documentation

The geometric documentation of cultural heritage buildings requires the acquisition and
processing of the necessary iraagand geospatial data for the determination of their position,
shape and size in the 3D space at a particular moment in time. The usual outputs of geometric
documentation of cultural heritage buildings consist of orthoimages, 2D vector drawings and
3D madels (point clouds and meshes) (loannidis et al., 2016). It is an essential task that forms
the necessary background for the preservation of such cultural buildings, as well as for
maintenance and restoration works. The products of geometric documemiayiafso be used



as the basemap for studies of several specialists, e.g., architects, structural engineers,
conservators and material engineers.

The geometric documentation of cultural heritage buildings is usually performed via
combination of surveyingral photogrammetric techniquemonoscopic (e.g., orthoimage),
stereoscopic (e.g., stereestitution) and multimage (e.g., imagbased 3D modelling). The
compined use of terrestrial laser scanners may also be applied for the scope of 3D
documentation. Heever, taking into account the fact that laser scanning is a rather costly
solution, it may be replaced by imajgased 3D point cloud generation \@&ucture from
Motion (SfM) andDenselmageMatching (DIM) techniques.

The necessary equipment for theogeetric documentation of the internal space of cultural
heritage buildings through a photogrammetric workflow combined with field surveying
consists of Total Station and camera equipment and optionally lighting equipment, artificial
targets and terrestridhser scanner along with retroreflective targets. In case of geometric
documentation of the external space of the cultural building, an unmanned aerial vehicle (UAV)
along with GPS equipment may be additionally required. The data capturing process consist
of the establishment of a geodetic network and the measurement of ground control points
(GCPs), including artificial targets and/or natural features easily recognizable in the images and
the acquisition of images and/or video sequences of the building.

After the data capturing process in the field, the photogrammetric processing follows. A SfM
process is usually applied for determining the camera exterior orientation parameters and
estimating the 3D scene geometry in the form of a sparse 3D point Cloaifirst step of SfM

is the extraction of features in each image. Image mataongined with outlier removal
techniques follows andhé extracted correspondences are organized into tracks. An
incremental, hierarchical or global SfM methatbng with buwlle adjustment procedures
follows. Georeferencing of the SfM results is generally performed by a 3D similarity
transformation between the arbitrary SfM coordinate system and the world reference system
using GCPs. The generation of a dense point clbraligh DIMis the next step. In case of
availability of a lasebased point cloud derived by a terrestrial laser scanner, the processing of
the laserbasedscans including their registration using common targets as well as their
georeferencing, using the measured coordinates of the targalso irequiredin this case,

either the lasebased point cloud may be only ugenhstead of a DIM procade’ or a fusion

of imagebased and lasdrased point clouds may performedfor filling of gaps of any of the

point clouds. This fusion includesggistration and merging of imagesed and lasdrased

point cloudausing common point@ndcomplementary fine registration techniques, like the ICP
algorithm, as well asemoval of wrong and noisy cloud poinihe conversion of the dense
point cloud intoa mesh representation and the texturing of the derived mesh are the final steps
of the multiview stereo (MVS) pipeline. Several software packages (e.g., Agisoft Metashape,
RealityCapture, Pix4Dmapper, PhotoModeler, iWitness, SURE, MicMac, VisualSFM,
Meshioom, PMVS) have been developed for imbgsed creation of 3D point clouds and
meshes, exploiting the MVS scheme.



The final products of the geometric documentation may vary, from 3D models to orthoimages
or vector drawings. 3D textured models are deriedugh the MVS approach. The creation

of orthoimages is accomplished through differential rectification. It requires knowledge of the
camera interior orientation, the exterior orientation of the image or images used for the
generation of the orthoimage orosaic and the digital surface model (DSM) of the region
depicted in the image or images. These kinds of data are outputs of the SfM and DIM processes.
Sections of a cultural heritage building in the form of 2D vector drawings are also common
products of geometric documentation, usually generated by manual or-adornatic
digitization using orthoimages as background. Less common is the use of asteoanage,

i.e., a steregair consisting of orthoimages, which enables stereoscopic observation for
digitization purposefioannidis et al., 2016)

2.2Web Extended Reality

2.2.1 Design principledor Cultural Heritage

The heterogeneous and rich dataset of the 3D geometric documentadicultfral heritage
building has to be intregrated in an online system in order to convey the spatial and temporal
restoration changes as well as any other type of information thréteslats architectural,
historic or religious values.The design, the content and the services ofpilagform are
determined by itscope the type of data and the target audiemsespite the scientific nature
of the project the platformis alsointended to servand appeal toourists, children, cultural
heritage stakeholders and any other simper and potentiadisitor. A balance must be
achieved between multidisciplinary reseh tools ané&ngaging user scenarios of educational
and entertaining purposelmmersive web technologies not only enhance perception and
interpretation, but alsmcrease retention of knowledged immediate engagemdBtekele et

al., 2018) Thetermof eXtented Reality (XRgmbraces alhspects of mixed/mediated reality
involving Virtual Reality(VR), Augmented RealityAR) and Merged RealitfMR). In VR the
entire scene is digitally creatadd enclosed in a virtual space on the screen WHRleapures

the reallife environmentwith a camera and augments it with compuenerated imageryor

the maximum exploitation of their capabilities for Cultural Heetais proposed thabotha

VR andanAR sessiorareintegrated in the same interfadéis type of systens governed by
usability and accessibility issues, bandwidth limitationstanthical considerationshat need

to be adressedNavigation and interaction in a virtual enviroment can confusdisbract the
nonfamiliar usersThe specialized gear, thePU- GPU computing resources thesoftware
dependencies needed by the majority of XR applicatehas a deterrefdr experieming of
their full potential. However the main problem lies otie sizeand resolutiorof theinput 3D
models and theitexture imagegorrespondinglyDepending on the GPU capabilities of the
target hardware, a polygon count ovE¥ and 32bit texture formats may edrease
performanceWhile the maximum frame rate 80 FPS (Frames Per Seconthle achieved
resolution at less than a half of the native frame rate for the given ddeiegs loading and
degradeshe original visual qualitySuch a visualization is not appealing and inconsistent with
the scope of the Cuwiral Heritage platfornrand the nature of the geometrically accurate and
photorealistic data.



The current work aims to resolve these difficultieee proposed systens crossplatform,
accessible from any devisangingfrom low-range smartphones toghend working stations.

The integrated visualization modes and functionalities are based solely on web technologies
and native device featuresithout external software dependencitise platformis easy to use

with intuitive interactions and clearsersenarios takg into consideratiomon-experts and
nonfamiliar with the XR functionalityusers In order toget good performance and visual
quality across lowend GPU machinesa progressive loading approadatitroduced by Visual
Computing Lab of CNRSTI is employedPonchioandDellepiane, 2015Nexus converts the

3D data to a multresolution scheme that splits geometry into patches of different levels of
detail and transmits only the nessecary for theeciirview ones.The viewdependent
resolutionallowsthe gradual refinement of geometigst streamingndadaptive renderinfpr
consistent and high frame rai@sore than 30 FPSkinally, the developed features and tools,
namelythe dynamic display ofestoration phasesiie availability of multiple points of view

and types of virtual walkthrougldthe multimodal information retrieval from the 3D scene
align to the platformds scope and the princi

2.2.2 Web AR and VR

The developed system integrates three session modes with scalable levels of immersion:
WebGL 3D visualization, Virtual Reality enabled by WebXR and Web Augmented Reality. It

is a highlevel websiebuilt with the traditional fronend technologies, namely Jacaft,

HTML and CSSBootstrap framework is used for a responsive and mdétdedly Graphics

User Interface (GUI) while JQuery for event handling and synchronization. Three.js library is
the core of the visualization scheme in which any plugin, extersidrspecialized library is
bundled. It is an opesource 3D graphics library for the construction of 3D scenes in the context
of a complete scengraph scheme and an imperative APIl. The adaptive rendering and
progressive loading are provided by the Nebkazler that integrates seamlessly to Three.js.
Figure 1 illustrates the functionalities with their corresponding technologies and examples of
the functionsusedT ween. j s | i brary configures cameraos
to achieve itsmooth motion through a specific path in the 3D scene. The easing method that
determines the way the interpolation between values is performed, is <Quadratic.In>.

The VR session is supported by the emerging WebXR API, which enables web content to
interface with mixed reality hardware. In the platform, the rendered scene is presented within
the context of the website and required/eabXR compatible browser or a device such as 3D
headsets with motion and orientatiorckiag. When the VR session starts, WebGL renderer

of Three.js enables the XR rendering and the animation loop is adjusted accordingly. WebXR
controls the timing, scheduling, and the various points of view relevant when drawing the scene
while Three.js is responsible for loading, renderamgl managing its components. A single
room object with lines to indicate floor and extra lights are added to the VR scene while a ray
tracing script tests for objects intersection in the Z spacwlly, AR.js and Handtrack.js
libraries are utilized forhe markedess AR functionality based on hands tracking and
recognition Dibia, 2017) Tracking is supported by artoolkitjs5, a global dependency of Ar.js
and part of ARTooliKit, a longestablished native croggatform AR library. To ensure
responsivenesand attain more than 40 FPS on mobile devites,3D overlays are low



polygoncount models (40K polygondgexturemapsare compressed under 10 MB atédow

maps araisedin combination with bake lightingflhe AR output is rendered by Threansl
supermposed via the camera of the userods handh
detected userod6s hand. Handtrack.js uses a t
provides bounding box predictions for the location of hands in an irfihgehanddetection

model is exploited to detect and export the known hand pattern in a sequence of frames of the
video, get the center of the palm to render the 3D model and ensure continued tracking in the
case of occlusion.

Three.js
nexus.js

Augmenied Reality Virtual Reality Camera Motion

AR.js
artoolkit.js WebXR Tween js
handirack. js

rerderar

Figure 1. Overview ofthes y st emd s mai.n components
3. IMPLEMENTATION
3.1 Case study andlata collection

The proposed methodology ftire 3D geometric documentation and the developedbas®d

XR platform are applied to the old main church (Katholikon) ofMlemastery of StStephen

located at the southern part of the Archaeological site of Meteora, Greedd.ohlastery of

St. Stepherwasestablished in the 14th century asdy far the most accessible monastery in

the monastic complex of Meteora. It includes two cathedrals. The old church (Rgur&s

was founded in the 15th century and renovated in the 16th centusychthich, whit is the

case study of our research, is a small, singleed basilica with nartheand a wooden roof.

The church was hagiographed shortly after 1545. Its frescoes constitute an interesting sample
of postByzantine hagiography. However, several damages waused in the frescoes during

the last war, including the faces and especially the eyes of all the agfste this fact, the
sacred representations create feelings of contemplation in the pilgrims (Meteora Thrones, 2020;
https://www.kalampaka.com/en/metegn@mnasteées/monasterpf-saintstephen. It
constitutes a church of interesting geometric characteristics, as the biggest part of its southern
side (2.51 3.2 m in height) is carved into a rock. The dimensions of the old church of the
Monastery of StStepherare 11m x 4m. In the western side of the old Katholikon, there is an

old tank and a room of an area af6< 4 m, which is used for the needs of the church.


https://www.kalampaka.com/en/meteora-monasteries/monastery-of-saint-stephen/

Figure 2. Left: An aerial image of the monastery of StStephen its old church (Katholikon) is outlined in
red. Right: View of the 3D model of the exterior of St. Stephén shurch, depicting its soutreastfacade

Figure3. 360U p an qlefthamd acphoto ifright) ef the interior of St. Stephe® shurch.

(b) (d)

Figure 4. (a, b): Photos during the revelation of a niche in the north wall of the church(c): the
corresponding view of the 3D model after the restoration works(d): zoontin view of an image acquired
during the maintenance works on a mural

The maintenance and restoration works, conducted in 2019, included cleaning and conservation
of the frescoes and murals of the churoéplacement of carving, piercing into existing
stonework, repointing, reproduction of original mouldings and renewal of door and tracery
window surrounds (Figure 4). A very precise and careful preservation of all original elements



of the old church was caed out and harmonic interventions were implemented. Contemporary
means and techniques were used to recreate the spatial features of the old church and only
elements with indisputable evidence were restored, avoiding any hypothetical restoration. The
new materials barely touch the original structure of the church and the contact is as minimum
as possible. All interventions are reversible and the original substance has been protected from
further damaging.

The data capturing process took place at two miffetime instances: before and after the
church maintenance works and restoration interventions. Specifically, 2300 images were
captured in 2018, before the maintenance and restoration works, covering the internal space of
the oldchurch along with the dlitank and the room at the western side of the Katholikon, for
the scope of detailedgeometric documentation. After the restoration wotk&0 images were
captured in 2019, depictingnly the inner space of the churclhihere the maintenance works
took dace All images were acquired by a Canon EOS 6D camera featuring a 24 mm focal
length lens. The images correspond to a pixel size of . And a resolution d3472x3648
pixels. 43 GCPs corresponding to both artificial targets and easily recognizalpée featiures

were measured through Total Station equipment. Also, 1450 oblique and vertical UAV images
by a DJI Phantom UA\along with terrestrial images by the Canon EOS 6D camera were
acquired, covering the external part of the church

3.2 Processing ad products

A graphical representation of the entire workflow for data capture and derived products is
illustrated in Figure 5The Agisoft Metashape software was used for the photogrammetric
processing of the images depicting the interior o88tphed shurchboth before and after the
restoration works. The processing of the images of each time instance was performed
separately within different Metashape project&fM was the first step performed by
Metashape. GCPs were manually measured in the corresponding images. The bundle
adjustment resulted in RMS errors 05 4nd 5mm for the GCPsand 1.6 and 1.3 pixels for

their imagemeasurementdor the first and second time instance, respectively. Furthermore,
some regions of a few images (e.g., artificial targets, obstatzsvere masked, in order to
reduce the subsequent editing of the resulting point clouds. DIM was the next step applied
within Metashape. The Geomagic Wrap software was used for editing the resulting point
clouds, through the removal of wrong and noisy clpaohts. Furthermore, this software was
used for 3D surface reconstruction through generation of one mesh for each time imstance.
order to produce a 3D model textured in high resolution for each time instance, each generated
3D model was separated incatb 10 meshes for each time insta(e@&ch one corresponding to

a size of about 50 d), which were inserted into Metashape for texture mapping. The separate
textured meshes were merged within Geomagic Whegulting in a textured model of about
980MB for each time instanceThe texture atlases of the 3D models were processed via the
Adobe Photoshop software.

Figure 6 illustrates a view of the 3D model before the restoration works. Also, the 3D model of
the external of St. Swasgehesated\sa StMhRIM andhmeghing g ur e
techniques, similarly using the Agisoft Metashape and Geomagic Wrap software solutions.
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Figure 5. Workflow for the creation of geometric documentation products.

Figure 6. View of the 3D model of thechurch of St. Stephen before the restoration works

Except for 3D models, orthomosaics at a resolution of 0.5 mm for the interiofHgige 7

and 1mm for the exterior (e.g., Figure 2 right) of the church were created via Metashape, using
the orientd images and the generated 3D models, by manually determining the level of section
for each orthomosaic. The best images for each orthomosaic were manually selected and
additionally parts of them corresponding to obstacles or parts of images of poor weatit
masked. The derived orthomosaics were processed via the Adobe Photoshop software. Finally,
2D vector drawings of the internal walls of the old church as well as the external facades were

generated for the scope of geometric documentation.



Figure 7. Northern section of St. Stephe@ shurch before (top) and after (bottom) the restoration works

3.3 XR viewer development

The platform is consisting of two main components: the user interface and the XR viewer that
handles all the developed functionalities illustrated in Figdirdhe 4D viewerand the
navigation toolsdo not require any specialized hardware, besatE®ess d a browseron

desktop ormobildihe 3D model s of the interiorafteof St
the restoration work are imported to the Three.js framework as custom Nexus geometries. The
default and most basic visualization mode is the frgxoeation of the 3D models using the
trackball for pan, zoom, and rotation of the camera view. The standard perspective camera is
the optimal option for viewing the church in a distance. Since the display system permits the
dynamic switch betweenthetwbw r chés st ates and the inspect
be characterized as 4D.

The navigation tools offered within the context of the browser, are thgadid virtual tour

and the automatic virtual tour. The first one alters the viewpoint totaiive and natural
perspective. It aims is at simulating the us
the church. The firgperson camera is placed on a height above ground level alongside an

Ai nvisi bl ed char acrksewith aarawdkeys dr enouseanovemehtt3d on wo
arrow indicates their orientation relative to the scene in order to increase the sense of spatial



awarenesslhe highlighted geometry is clickable and serves as an annotation tool for points of
interest Thevisitors can get information about the architectural features, the structure and the
state of conservation with the impression they are navigating to the church themselves (Figures
9 & 10). The second one is an automat&vigation to the church throughpaedefined path

that gives the opportunity to the user to explore it in short titvery frame is enriched with

brief descriptions in the form of subtitles imitating a narrative storytelling. Sequential seamless
animations of the camera start from the@mte and the porch and continue to the water tank
that is located underneath the narthex until the camera frames the nave, the main body of the
church. After a closep to the iconostasis, the camera goes through it to frame the sanctuary
and the tour ersdup at thesmall chiseled rock room used to be an ossuary (Figure 10).

XR Platform 3
4D Viewer AR exploration
Self-guided Automatic Virtual 2
Navigation Tour VR explosation
Temporal display | ’ Hand Pose Model
c Storytelling - Gesture
Points of Interest Narration Interactions

Data Retrieval

Figure 8. Overview of the componets and functionalitie®f the platform.

Figure 9. Snapshot during the automatic navigation while camera frames the iconostasis (left) and moda
with information about the icocostasis when user clicks the hotspdtvhite circle in the left image)

The VR mechanism entails the use of specialized gear in order to attain the maximum degree
of immersion. However, Chrome browser provides WebXR API emulation plugin that



