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Abstract

During the last decades technological progress has also affected geosciences and the
observational methods in all fields of geosciences have changed completely. Therefore, surveys
made for deformation detection have been conducted commonly by satellite based techniques.
Consequently, deformation detection studies have been conducted in adequate accuracy in less
time for larger areas. However, the increasing observational accuracy requires adequate
mathematical and statistical models. Measurement errors in surveys occur no matter how
measurements are taken by terrestrial and satellite techniques. These measurement errors can be
interpreted as deformations if they can’t be eliminated from measurements. Determining
measurement errors by effective measurement analysis is as important in deformation detection
studies as determining the deformation model. There are two approaches to statistics: frequentist
(classical) and Bayesian. They use different definitions of probability (entailing philosophical
disagreements), but in many simple cases give answers that are similar. Frequentist statistics has
been used as common, partly for computational reasons. In the last decade, attention has shifted
towards Bayesian statistics, which has advantages in complex problems and better reflects the
way scientists think about evidence. Recently, The Bayesian Statistics has been used efficiently
in the areas of engineering, social sciences and medicine.

In this study, it is aimed to investigate using Bayesian Statistics in data uncertainty analysis in
geodetic deformation analysis problem. For this aim, it is introduced some theoretical
background information about Bayesian theory and Bayesian statistics. And then, Bayesian and
classical statistics are compared each other. Finally, it is mentioned some Bayesian applications
in Geodesy.

1. Introduction

In conventional deformation analysis model, object point positions are fixed by geodetic
observations at different epoch of time. When you inspect data, prior to more formal analysis,
you may find that one or more values are far from the majority of observations. These unusual
observations are called outliers. In such a work, it is important to get an infinity precise and
accurate measurement, immune from errors. The purpose of these measurements is to determine
the true value of point positions at each epoch. After some pre-processing of observations, point
positions are determined. If deformation occurs, there exist point position differences between
epochs. In this model, analysis is usually based on least square estimation and on statistical test.
Thereby a correctly designed deformation model and normally distributed observations are
assumed. In geodetic deformation analysis, point differences are because of not only object
deformations but also uncertainties in data. If observational (measurement) errors exist, and
can’t be eliminated from measurements, these errors can be interpreted as deformations.
Therefore, determining measurement error by effective analysis techniques is as important in
deformation detection studies as determining the deformation model. Uncertainties arise from
variations in the result of repeated observations under identical conditions and can be avoided
by large number of observations. However, sometimes it is difficult to collect large number of
observations by means of time and economic conditions. In such a situation, an efficient



uncertainty assessment technique should be used for decreasing of uncertainty effect from
observations. So, it can be said that uncertainty assessment is the most important study in
deformation analysis studies (Caspary et al, 1986; Caspary et al, 1990, Hekimoglu et al, 2002;
D’ Agostini, 1995). There are two general approaches used for handling of outliers
(uncertainties in data). The first is to identify the outliers and remove or edit them from data.
The second is to accommodate these outliers by using some “robust” procedure which
diminishes their influence in the statistical analysis (Robiah et al, 2001).

There is an intense expansion in the use of Bayesian methods in all fields of human activity that
generally deal with uncertainty, including engineering, computer science, economics, medicine
and even forensics (Kadone and Schum, 1996). In practice of science we constantly find
ourselves in a state of uncertainty. Let us consider the outcome of you measuring the distance to
mention about uncertainty in data. There are some values of instrument display you are more
confident to read, others you expect less, and extremes you do not believe all. Give two events
E; and E,. You might consider E, much more probable than E;, just meaning that you believe E,
to happen more than E;. You would write P(E;)>P(E;). On the other hand, we would rather state
the opposite, i.e. P(E;)>P(E;). The reason is simply, because we don’t share the same status of
information. You and we are uncertain about the same event, but in a different way. Values that
might appear very probable to you now, appear improbable, though not impossible, to us. In this
example we introduced two crucial aspects of the Bayesian approach: The term probability has
the intuitive meaning of “the degree of belief that an event will occur”. Probability depends on
our state of knowledge, which is usually different for different people. In other words,
probability is unavoidable subjective (D’ Agostini, 2003).

In this study, it is introduced some background information about Bayesian statistics and
compared Bayesian and classical statistics in some aspects and finally introduced some
Bayesian statistics applications for the aim of investigating of using Bayesian statistics in data
uncertainty assessment in a geodetic deformation analysis problem.

2. Uncertainty in Geodetic Data

Some uncertainties arise from measurement errors. It is obvious there is no observation that is
absolute free of errors. This means that if we measure some quantity and then, repeat the
measurement, we will almost certainly measure a different value the second time. The only
certainty is that all measurements contain some uncertainty because we make errors and tools
have limits. So, we can’t know true value of quantity. Even though many parameters could be
measurable up to any desired precision, at least in principle, there are often significant
uncertainties associated with their estimates. Uncertainty is measured with accuracy how close
to the true value and precision how close to each other. (Carlson, 2002).

Uncertainties of the data are due to random selection of data, the random variability of the data,
imprecision of the observation procedure and instruments, lacking reliability of the data,
reduced credibility of data, data gaps and lacking consistency of data coming from different
sources (Kutterer, 2001a; Kutterer, 2001b; Shylion, 2001). The uncertainty in data is based on
three classes of errors: Gross errors have to be avoided or detected by control methods.
Systematic errors often referred to as errors of known sources such as operator, instrument and
weather conditions. However, several techniques (suitable observation configuration) are
supposedly being used to eliminate or minimize them. In the classical assessment tools for
geodetic data analysis, and after minimizing the systematic errors, the remaining effects are
assumed to be small. They are considered (assumed) as random. Random errors occurrence is
assumed for each observation. They can be treated by statistical methods. The most efficient
errors on result information of geodetic network are gross errors which show faults in measures.
If these errors are not eliminated from the first measurements, there exist estimation errors in
many estimation procedures in this geodetic model. In order to get rid of these types of errors in
geodetic problems, these errors have to be eliminated from geodetic measurement model and



remeasured. One technique to identify gross errors in geodetic problem is to use appropriate
techniques which determine measurement with gross error during the measurement time.
However, gross errors can not be eliminated perfectly. There can exist outlier measurement
close to random error and considered gross error in terms of value (Dilaver, 1996).

3. Mathematical Theories for Uncertainty Analysis

Mathematical theories for uncertainty assessment can be separated into three types. These
theories are more or less based on the theory of probability and into theories which are not
according to (Kuttterer 2001b).

The approximation theory is the basic mathematical theory to combine data and model. Only
small and unclassified uncertainties are considered to explain the differences between data and
model. The objective function is selected as a suitable function between model and data to
minimize approximation errors. Least Squares Estimation (LSE) methods used in Geodesy and
other sciences is the most fundamental methods for uncertainty analysis problems. This theory
allows reducing the effect of outliers on the estimation of parameters. However, there are also
other methods used in uncertainty analysis. Selecting different objective functions leads to
robust estimation and robust statistics. Maximum Likelihood Estimation (MLE) is one of the
robust estimation methods.

In probabilistic theories, uncertainty is modelled by means of random variables. The Bayes
theory is probabilistics based theory and allowing the use of stochastics (sometimes subjective
prior knowledge). Evidence theory or Dempster theory or theory of Hints are synonymous of
the Bayesian Theory.

Non-probabilistics theories are interval mathematics, fuzzy theory, possibility theory, the theory
of rough sets of artificial neural networks (Kutterer, 2001b; Chen et al, 1999; Soukup, 2001).

3.1. Probabilistic Theory for Uncertainty Analysis

Scientists often make several independent measurements of a single quantity. They obtain a
distribution of measurements. These measurements may be used with probability theory to
estimate the magnitude of the uncertainty of measurements. Since the standard deviation
represents the range over which measurements vary, it is customary to say that the standard
deviation equals the magnitude of the uncertainty of the measurements. In order to obtain
reliable inference results in a geodetic problem, we have to make a precisely uncertainty
assessment and determine magnitude of errors in measurements. For this aim, we should use the
most suitable method in uncertainty assessment.

In probabilistic approach, the uncertainties associated with model inputs are described by
probability distributions, and the objective is to estimate the outputs probability distributions.
The idea in this paradigm is to say that any uncertainty can be modeled in a probabilistic way.
Determination of probability distributions is accomplished by using either statistical estimation
techniques or expert judgments. Statistical estimation techniques involve estimating probability
distributions from available data or by collection of a large number. In cases where limited data
are available, an expert judgment provides the information about the input probability
distribution. There are some probability distributions commonly used in the uncertainty analysis
in different fields (i.e. normal, gamma, lognormal, exponential, weibul). Normal distribution is
typically used to describe unbiased measurement errors (Isukapolli, 1999).

There are two interpretations about probability. A probability is a property of a set of events in
terms of frequency interpretation (objectivist, frequentist or classical). On the other hand, a
probability is an expression of a person’s degree of belief regarding the truth of a proposition or
the occurrence of an event in terms of subjective interpretation (subjectivist approach).



According to objectivists, probabilities are real aspects of the world that can be measured by
relative frequencies of outcomes of experiments. To use frequency as a measurement of
probability we have to assume that the phenomenon occurred in the past, and will occur in the
future, with the same probability. But nobody can say that this hypothesis is correct. We have to
guess in every single case. We have to conclude that if we want to make use of these statements
to assign a numerical value to probability, we need a better definition of probability. And
according to subjectivists; probabilities are descriptions of an observer's degree of belief or
uncertainty rather than having any external significance. When it is impossible to state firmly if
an event is true or false, we just say that this is possible, probable. Different events may have
different levels of probability, depending whether we think that they are more likely to be true
or false. The concept of probability is then simply a measure of the degree of belief that an
event will occur. Bayesian approach is based on subjective definition of probability (Dean,
2002; Crovelli, 2000; Bod, 2001).

4. Bayes Theory

Bayes theory is used in statistical inference to update estimates of the probability that different
alternatives will be true, based on observations and knowledge of how likely those observations
are given each alternative. Bayesian approach is the natural one for data analysis in the most
general sense, and for assigning uncertainties to the results of measurements. This information
describe a general model for treating uncertainties originating from random and systematic
errors in a consistent way (Bernardo and Smith, 1994; Pres, 1989).

Bayesian statistics works with conditional probability only, since a statement depends in general
on the question whether a further statement is true. Therefore, it is always conditional on given
circumstances, empirical or theorethical information. Let A and B be events in a random
experiment with P(B) > 0. If A and B are two related (dependent) events the fact that A has
occurred will alter the probability that B occurs. One writes A/B to denote the situation that the
statement A is true under the condition that B is true and P(A/B) (conditional probability) to
denote probability of A/B. This probability is well suited to express empirical knowledge, since
the statement B expresses existing knowledge and A/B further knowledge (Koch, 2000a). An
appropriate definition of conditional probability when all outcomes are equally likely, is given
by

P(A|B) = number of elements of A B / number of elements of B (1)

According to equation (1), the conditional probability of A given B is defined to be

P(AN B) ®)

P(A/ B) = B

and the conditional probability of B given A is defined to be

P(AN B) 3)
P(4)
P(A) is the probability that A will occur; P(B) (not used so far) is the probability that B occurs;

P(A M B) is the joint probability that both A and B occur. According to equations (2) and (3),
we can write

P(A/B) P(B) = P(B/A). P(A) @)
We can rearrange equation (4) to give Bayes theory formulation,
P(A/B) =[ P(B/A). P(A)]/ P(B) (5)

P(B/ A) =



Bayesian statistics provide a conceptually simple process for updating uncertainty in the light of
evidence. Initial beliefs about some unknown quantity are represented by a prior distribution.
Information in the data is expressed by the likelihood function. The prior distribution and the
likelihood function are then combined to obtain the posterior distribution for the quantity of
interest. The posterior distribution expresses our revised uncertainty in light of the data. Within
the Bayesian framework the estimation of parameters and their associated uncertainty can be
addressed (Gelman and Carlin, 1995). Bayesian inference is determined as a process of fitting a
probability model to a set of data and summarizing the result by a probability distribution on the
parameters of the model and on unobserved quantities such as predictions for new observations.
By Bayesian data analysis, we mean practical methods for making inferences from data using
probability models for quantities we observe and for quantities about which we wish to learn.

Suppose that x =(x,,X,,....,X,) is a vector of n observations whose probability distribution
P(x/0) depends on the values of k parameters; 6’ = (0,,0,,....0,) Suppose also that 6 itself has a

probability distribution P(0). Bayes’ theory tells us that the probability distribution for €
posterior to the data x is propositional to the product of the distribution for 6 prior to the data
and likelihood for 6 given x. That is

Posterior distribution ¢ likelihood x prior distribution (6)
P(6]x) = P(x|0) P(0) / P(x) (7

Bayes theory for a discrete random variable and continuous variable respectively;

(®)
PO/ ) - P(x/0)P(6)
Y P(x/6,)P(6,)

FO/x) = JEOIO) _ f&/0)f©) ©)

[/(x/0)f(6)d0 * Total area under f(x/6)

In equation (7) and (8), P(0) tells us what is known about 6 without knowledge of data, is
called the prior distribution of 0, or distribution of 6 a priori. Given the data x, P(x/0) in called
as likelihood function through which the data x modity prior knowledge of 6. It can therefore be
regarded as representing the information about 0 coming from the data. Correspondingly,
P(6/x), which tells us what is known about 6 given knowledge of data, is called the posterior
distribution of @ given x, or the distribution of 6 a posteriori. In equation (9) we define f(0) as
the prior probability density of the parameter 6, f(x/0) as the conditional density of the data x
given the value of 6 and f(6/x) posterior probability density of the parameter 6 given the value
of data x. (Gundlich and Koch, 2002; Koch, 2000; D’Agostini, 1995; Box and Tiao, 1992;
Berger, 1985).

Fig. 1 shows relationship between posterior and prior distributions and likelihood functions.
Probability density functions in (9) are modeled with different distributions, i.e., Gaussian,
Binomial, Poission.
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Fig. 1 Relationship between posterior and prior distributions and likelihood functions (Zeitler,
1999).

4.1. Comparision of Bayesian Statistics with Classical Statistics

Bayesian method introduces an explicit framework for incorporating prior knowledge into an
analysis. In Bayesian statistics not only likelihood function (formed by data) but also prior
distributions of data are used. The aim of Bayesian statisticians is to define probability
distribution of 8 by using knowledge and experience about 6, before getting the observation
from f(x/0) function. Information is put on analysis by P(0)probability density function even
the information is invaluable. On the other hand in classical statisticians don’t accept these
knowledge and experiences because of not observed and subjective. In a statistical inference
problem classical statisticians infer 6 unkown parameter rely on observation coming from
f(x/0) function. That is, only likelihood functions are used (see Fig. 2). In Bayesian approach,
likelihood distributions are the same at each situation but prior distributions are different from
each other according to prior knowledge and expert people opinion using this information
because different people get different results from the same problems. This expression shows
the subjective definition of probability as “degree of belief” on Bayesian statistics. Prior
distributions and posterior distributions relying on prior distributions are formed completely
according to expert opinions. This property is the most important property in differences
between Bayesian and classical statistics.

; Statistical
Data Classical

Inference Conclusion

*| Bayesian Statistical
/ Inference Conclusion

Prior
Information

Fig. 2. Difference between Classical and Bayesian Statistics (Zeitler, 1999).

In classical statistics u (the unknown parameters) is fixed and data are random. However, in
Bayesian statistics, data (once observed) are fixed and parameter wis random and has a
distribution as (10). This property is formulated in Gaussian case as equation (10). The aim in
here is to estimate u by the posterior mean and uncertainty by the posterior standart deviation.

(10)
PO/ u= .“()aaz =0,)= N(MOaGOZ)



Here,‘u and ; has distribution respectively P(u)=N (x,y’) and P(0)~N(m,e?) . If only u
is unknown and Y, and O, is known, according to (9) equation, main steps of Bayesian
estimation as following.

P(D/ w)P(u)
[P(D/ w)P(w)du

_ a]j[P(xk / 1) P() (11)

P(u/D)=P(u/x,Xxy,...x,) =

Here x;, X», ..., X, data in sample D, P(M)zN(uo,a(f) prior distribution for u , and

P(x/u)=~N(u,0°) likelihood function. Probability distribution of g is
P(u/D)=~N(u,.,0,) (12)

In the LSE, only estimated values and their covariance matrixes are obtained. In such an
estimation process, statistical distributions of result information don’t exist (Koch, 1999).
Applying Bayesian Statistics results are found which beyond the ones of classical statistics. For
instance, for robust parameter estimation not only the robust estimation can be derived but also
the confidence regions for the parameters are obtained or hypotheses for the parameters cab be
tested. The latter results are not available in classical statistics. Similarly the confidence regions
for variance components and the tests of variance components have been derived by Bayesian
statistics (Koch, 2000; Gundlich and Koch, 2002)

In classical methods, the random variable associated with the stochastic part has a normal
distribution. The principle of minimizing the total of residual squares is equal to the principle of
maximization of normal distribution. In Bayesian statistics, arbitrary probability distributions of
measurements and design equations are theoretically acceptable to produce correct probability
distributions of estimated parameters and adjusted measurements. If probability distribution of
measurements is normal and functions in design equations are linear, the resulting probability
distributions of estimated parameters and adjusted measurements are the same as those obtained
by the classical least squares method.

In Bayesian approach, having the probability distribution is first (determination of probability
distribution of estimated parameters and/or adjusted measurements), point estimation, interval
estimation, hypothesis testing, assessment of accuracy and precision can be obtained in the
second step (Soukup, 2001). Difficulty of Bayesian approach is fitting probability distribution to
data and making inferences from parameter distributions. These processes make more complex
this approach than classical methods.

5. Some Applications of Bayesian Statistics in Geodesy

Bayesian approach in measurement uncertainty is universally applicable for the most
measurement data evaluation tasks including complex nonlinear adjustments and, in particular,
in cases where the well-established least squares or maximum likelihood techniques fail (Weise
and Woger, 1993; Weise and Woger, 1994). It offers a very clear insight into robust estimation.
Robustness can be directly set up by a suitable design of probability distribution of the
measured data. The approach can also be utilized in collocation. Hence, collocation can be
explained from the Bayesian viewpoint (Soukup, 2001). By using Bayesian approach,
determination of ambiguities in phase observations of GPS and deriving confidence regions are
conducted. For these applications see (Grodecki, 2001; Gundlich, 2002; Gundlich and Koch,
2002; Lacy et all, 2002, Zhu et all, 2001). Bayesian approach is used as a statistical approach in
digital image analysis. For this application see (Ding, 2002).



6. Conclusions

We performed this study to investigate of applicability of Bayesian approach in uncertainty
assessment in geodetic deformation analysis problems. For this aim we have constituted
background information about Bayesian Statistics and uncertainty assessment, and investigated
different applications in Geodesy using Bayesian statistics. Bayesian statistical methods have
become powerful and efficient tools in diverse areas of statistics, particularly medicine, social
studies, archeology, etc. The Bayesian approach to statistics provides a unified framework for
optimally combining information from multiple sources and for incorporating previous
experimental results and/or expert opinion into current experimentation and modeling. This
results in simpler, highly efficient experimental designs and statistical analyses.

The difference between Bayesian and frequentist approach is the way that parameters in the model
are treated. The frequentist treats the parameters are fixed quantities while the Bayesian allows the
parameters to be random variables. In classical methods, stochastic parts are usually modeled as a
simple random variable, which adds only noise to the deterministic part. Recent interest in
statistics has focused on their use for applications involving non-normal data. The most common
analysis of statistical uncertainty is based on the “likelihood” function. The likelihood function is a
function relating observations to parameters. Mathematically this approach is useful in estimation
and testing problems. A common approach to estimation is to choose the values of parameters that
make the data as likely as possible (MLE). The view just described is the classical or frequentist
view of statistics. A different view is given Bayesian method (Smith, 2002).

In our future studies, according to introduced theoretical knowledge about Bayesian approach,
we plan to apply Bayesian approach in uncertainty assessment of geodetic data. For this aim,
firstly, we plan to constitute Gaussian distribution for data as an expression of prior knowledge.
Secondly, we intend to form other distributions for data as an expression of prior knowledge.
We will also solve this problem by classical methods, LSE and MLE. After these studies, we
intend to compare results. By these studies, we can take an opportunity to compare classical and
Bayesian approach in the processing steps and results.
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